PAGE  
13

[image: image29.png]



Міністерство освіти і науки України

Львівський національній університет імені Івана Франка

О.І. ФЕДОРЕНКО • С.М. СУХОРОЛЬСЬКА •
О.В. РУДА 
ОСНОВИ ЛІНГВІСТИЧНИХ ДОСЛІДЖЕНЬ

ПІДРУЧНИК

ЛЬВІВ

Видавничий центр Львівського національного 

університету імені Івана Франка

2008

Ministry of education and science of Ukraine

Lviv Ivan Franko National University
O.I. FEDORENKO • S.M. SUKHOROLSKA • 

O.V. RUDA 

FUNDAMENTALS 

OF LINGUISTIC RESEARCH

TEXTBOOK

LVIV 

Lviv Ivan Franko National University 

Publishing Center

2008

УДК 811.111’1(075.8)

ББК Ш143.21-923

Ф-33

Рецензенти: 
д-р філол. наук, проф. Ю.А. Зацний



(Запорізький національний університет)




д-р філол. наук, проф. А.Е. Левицький 

(Київський національний університет 

імені Тараса Шевченка)

канд. філол. наук, проф. Л.І. Булатецька

                         
(Волинський національний університет 

імені Лесі Українки) 

Рекомендовано Міністерством освіти і науки України

як підручник для студентів вищих навчальних закладів.

Лист № 1.4/18-Г-2279 від 31.10.2008 р.

        Ф-33 
Федоренко О.І., Сухорольська С.М., Руда О.В. 

Основи лінгвістичних досліджень: Підручник. – Львів: Видавничий центр ЛНУ ім. Івана Франка, 2008. – 255 с. – Англ., укр.
ISBN
У підручнику розглядаються питання організації та планування наукового дослідження, правила написання та захисту наукової роботи, специфіка проведення лінгвістичного дослідження. 

Основні завдання – підготувати студентів до наукового вивчення іноземної мови та написання наукової роботи, сформувати вміння і навички науково-дослідницької діяльності.
Для студентів філологічних факультетів вузів, аспірантів, науковців, викладачів.

CONTENTS

ПЕРЕДМОВА ..................................................................................7 

PREFACE ………………………………………………………………..8

PART I. PRELIMINARIES TO SCIENTIFIC 

RESEARCH

Unit  1.     Science and Scientific Research ……………………….9
1.1. Introducing science. The scientific method ……………....9 

1.2. Science Studies. Scientific paradigm. Normal and            revolutionary science. Post-normal science ……………13

1.3. The nature of scientific research. Research as 

systematic enquiry …………………………………..…....17
1.4. Stages of scientific research ……...............................…21

1.5. Scientific research and logic ……………………………..27

Revision Tasks …………………………………………………….…..29
Unit  2.    Writing and Defending the Research Paper ………....32
2.1. What a research paper is. Types of research

papers ………………………………………………………32
2.2. Stages and steps of the writing process ………………...34 

2.3. Composition of the research paper ………………….......52

2.4. Linguistic features of the research paper. The 

language of science ……………………………………….64
2.5. Rhetorical modes of scientific prose …………………….74

2.6. Research paper defence ………………………………….88

Revision Tasks ………………………………………………………...92
PART II. THEORY AND PRACTICE OF LINGUISTIC 

RESEARCH

Unit  3.    Schools, Trends, and Paradigms in Linguistic 

Research …………………………….....95
3.1. Beginnings of modern linguistics. Pre-20th century linguistics. Ferdinand de Saussure as the father of modern linguistics ……….............……..…………………95

3.2. Schools of linguistics ……………………………………...98

3.3. Characterization of linguistics today. Directions in

modern linguistic research ………………………………111

Revision Tasks ……………………………………………………….120
Unit  4. 
  Basic Assumptions of Linguistic Analysis ………...122
4.1. Language as a system ……………………………..……122

4.2. Peculiarities of language structure. Hierarchic 

relations. Level-stratificational view on language: 

structural levels and level units …….............................127
4.3. Language and speech…………. ………………………..130

4.4. Paradigmatic and syntagmatic relations ……………….133

Revision Tasks ……………………………………………………….136
Unit  5.    Methods of Data Gathering and Data Analysis 

in Linguistic Research ………………………..139
5.1. Methods of data gathering (data collection) …………..139

5.2. Methods of linguistic analysis (data analysis/

hypothesis testing) ……………………………………….152
5.3. Methods of comparative study of languages ………….154

5.4. Structural methods ……………………………………….162

5.5. Methods of semantic analysis …………………………..171

5.6. Methods of communicative functional analysis

and textual study …………………………………………177

5.7. Methods of cognitive analysis …………………………..188

5.8. Statistical methods ……………………………………….199

Revision Tasks ……………………………………………………….205
Unit  6.    Metalanguage of Linguistic Research ………………208
6.1. Defining metalanguage ………………………………….208

6.2. Terminology as the most important part of the      metalanguage of science. Terms and definitions …….211

6.3. Terminology, nomenclature, and taxonomy …………..215

6.4. The linguistic dimension of terminology: types 

and ways of term formation ……………………………..215

6.5. Linguistic terms. Contemporary problems in  

linguistic terminology …………………………………….221

         6.6. Linguistic reference sources: dictionaries, 

 encyclopedias, and glossaries of linguistic terms ……..233  

Revision Tasks ………………………………………………….……236
Study Questions ……………………………………………………...238
Tasks for Discussion / Projects ……………………………………..239
References ……………………………………………………………246

ПЕРЕДМОВА
Курс "Основи наукових досліджень" входить до складу фундаментальних дисциплін з іноземної філології. Мета курсу – формування у студентів системи знань про сутність, характер, структуру, закономірності і методологію наукових досліджень у галузі іноземної філології та вмінь організувати, проводити і представляти власні наукові дослідження. 

Пропонований підручник знайомить студентів із загальною схемою наукового дослідження, організацією та плануванням наукового дослідження; правилами написання та захисту наукової роботи; специфікою проведення лінгвістичного дослідження; методологічними основами мовознавства; метамовою лінгвістичних досліджень. 

Підручник має на меті підготувати студентів до наукового вивчення іноземної мови та написання наукової роботи, сформувати вміння і навички науково-дослідницької діяльності. 

Студенти вчаться обирати тему дослідження, якомога повніше з’ясовувати мету дослідження; складати план дослідження; самостійно шукати та опрацьовувати теоретичну літературу, користуватися довідковими джерелами; збирати мовний матеріал та проводити власне лінгвістичне дослідження; готувати доповіді, реферати, науково-дослідницькі роботи на мовознавчу тему, оформляти роботи відповідно до вимог; здійснювати стилістичне редагування та коректування наукового тексту; виступати з доповідями на мовознавчу тему. 

У кінці кожного розділу подано контрольні завдання у формі тестів з декількома варіантами відповідей, які сприяють засвоєнню матеріалу підручника. У кінці підручника подано контрольні питання та серію практичних завдань, які орієнтують студентів на самостійну творчу дослідницьку роботу.


Підручник призначено для курсу “Основи наукових досліджень”, що читається для студентів 3-го курсу англійської філології, його можна використовувати у магістерських спецкурсах, а також як довідковий матеріал для учнів-слухачів Малої Академії Наук. 

Автори висловлюють вдячність рецензентам підручника – доктору філологічних наук, професору Ю.А. Зацному (Запорізький національний університет), доктору філологічних наук, професору А.Е.Левицькому (Київський національний університет імені Тараса Шевченка), кандидату філологічних наук, професору Л.І. Булатецькій (Волинський  національний університет імені Лесі Українки) – за уважне ознайомлення з рукописом підручника й цінні критичні зауваження. 

Особлива подяка – доктору філологічних наук, професору        Р.П. Зорівчак (Львівський національний університет імені Івана Франка) та кандидату філологічних наук, доценту Т.В. Яхонтовій (Львівський національний університет імені Івана Франка) за цінні критичні зауваження та конструктивні пропозиції щодо змісту підручника.  

PREFACE

A lecture course on fundamentals of scientific research is an essential subject of study at the faculties of foreign languages. The aim of the course is to elucidate the nature, structure, basic regularities, and methodology of scientific research in the sphere of foreign philology; develop skills in organizing, conducting, and presenting scientific research.

This textbook acquaints the students with the general scheme of scientific research; organization and planning of scientific research; rules for writing and defending the research paper; specificity of conducting linguistic research; schools, trends, and paradigms in linguistic research; methodology of linguistic research; metalanguage of linguistic research.

The textbook aims to prepare the students for scientific investigation of a foreign language and for writing a research paper. The major area of interest lies in developing practical research skills and improving quality in research work. 

Students are taught to choose a research topic; disclose the aim of the investigation; draw up a study plan; gather and use sources of information; collect discourse samples and conduct independent linguistic research; prepare research papers on linguistic topics; edit and proofread the draft of the paper; prepare a final version of the paper in standard manuscript form; make oral presentations on linguistic topics.

Reading passages in each unit are accompanied by revision tasks presented in the form of multiple choice tests which facilitate assimilation of the expository material. The last section of the textbook offers a list of study questions and tasks for discussion/projects which engage students in independent creative research so that they could acquire as much experience in independent work as possible.  

The primary course for which this textbook is intended is “Fundamentals of Scientific Research” offered to the third-year students of the English department. The textbook may also be used in elective graduate courses for a master’s degree or as a reference book for students of the Junior Academy of Sciences.

The authors are grateful to the reviewers of the textbook – Doctor of Philology, Professor Yu.A. Zatsny (Zaporizhzhya National University), Doctor of Philology, Professor A.E. Levytsky (Kyiv Taras Shevchenko National University), Candidate of Philology, Professor L.I. Bulatetska (Volyn Lessya Ukrainka National University) – for careful examination of the textbook manuscript and critical remarks.  
Our special thanks are reserved for Doctor of Philology, Professor R.P. Zorivchak (Lviv Ivan Franko National University) and Candidate of Philology, Associate Professor T.V. Yakhontova (Lviv Ivan Franko National University) for their exceedingly helpful insights and suggestions.

PART I

PRELIMINARIES TO SCIENTIFIC 

RESEARCH

Research is a way of life dedicated to discovery.

Anonymous (Rozakis, 1999: 3)
Unit 1

____________________________________

SCIENCE AND SCIENTIFIC 

RESEARCH

____________________________________

1.1. Introducing science. The scientific method 

Our world is inconceivable without science. Almost every benefit of modern life is a product of science, e.g., our homes, our food, our clothing, our sources of power, our means of travel and communication, our health facilities, etc. 

‘From its early beginnings, science has developed into one of the greatest and most influential fields of human endeavour. Today different branches of science investigate almost everything that can be observed or detected, and science as a whole shapes the way we understand the universe, our planet, ourselves, and other living things’ (Burnie, 2007: 1)

Science (from the Latin scientia ‘knowledge’, scire ‘to know’) is usually defined as ‘the systematic pursuit of knowledge’ (Fuller, 1997); ‘systematic study of anything that can be examined, tested, and verified’ (Burnie, 2007); ‘organized body of objective knowledge gained through research that is based on observation, testing, and proving facts’ (RHWCD, 1991).

Strictly speaking, the word science means ‘knowledge’, in particular, ‘knowledge about the world around us – what it is like, how it changes, and what makes it tick’ (Kerrod, Holgate, 2002: 7). 

However, science cannot be depicted as ‘established facts’ fixed in time. It is ‘methodologically complex and provisional, contradictory and constantly evolving’ (Johns, 1997: 47). It involves progressive, gradual, and cumulative acquisition of knowledge. Knowledge gained in science accumulates as time goes by, building on work performed earlier.

Science involves a great deal of theorizing, experimentation, innovation (new theories, method reforms, etc.), debate, diverse opinion, and controversy. In any thriving academic community, there is constant dialogue: disagreements among members about approaches to research, argumentation, topics for study, and theory (Johns, 1997: 69). Science encourages variety and critique, because that is how it evolves and grows.

Here are some other definitions of science which reveal it to be a highly complex and multi-layered activity.

Science is a sexist and chauvinist enterprise that promotes the values of white, middle-class males (Sandra Harding, feminist scholar of science).

Science is a golem. A golem is a creature of Jewish mythology. It is a humanoid made by man from clay and water, with incantations and spells. It is powerful. It grows a little more powerful every day. It will follow orders, do your work, and protect you from the ever threatening enemy. But it is clumsy and dangerous. Without control, a golem may destroy its masters (Harry Collins and Trevor Pinch, sociologists of science).

Science is the new entrenched state religion in America (Vine Deloria Jr., Professor of American Indian Studies).

All religions, arts and sciences are branches of the same tree (Albert Einstein). 

Matter and mind are not separate; they are aspects of one energy. Look at the mind as a function of matter and you have science, look at the matter as the product of the mind and you have religion (Sri Nisargadatta Maharaj).

Science is profit. And profit often determines the direction of science. Science becomes just another commodity, produced for sale (Ziauddin Sardar, science critic).

Science is the pavement in the pathway to opportunities (Jordan Campbell).

Science is a wonderful thing if one does not have to earn one’s living at it (Albert Einstein).

Western science began in Ancient Greece. The ancient Greeks believed that there was order in the universe and that events in nature could be predicted. The Greek philosopher Democritus (c. 460-370 B.C.) originated the idea of the atom. The Greek astronomer Aristarchus (late 3rd century B.C.) suggested that the earth moved around the sun. The Greek philosopher Anaximander (611-547 B.C.) proposed that human beings had developed from simpler forms of life (Zimmermann, 1989: 2). This marked the start of rationalism, a belief that the universe can be explained by reason alone. Rationalism remains the hallmark of science to this day. 

Science made very little progress during the Middle Ages. The centuries between classical antiquity and the Renaissance (from the late 5th century to about 1350) are the Dark Ages when people were opposed to new ideas. ‘Scientists were even thrown into prisons for trying to uncover the secrets of the universe. The great Italian genius Galileo was threatened with death when he refused to take back his statement that the sun rather than the earth was the center of our universe. Even as late as the 1800s, French biologist Louis Pasteur was laughed at when he suggested that diseases are caused by living things that are too small to bee seen and can float through the air’ (Zimmermann, 1989: 2). 

Starting from the Renaissance (the 14th century), we move from one Great Scientist to another: Galileo Galilei (1564-1642), Nicolaus Copernicus (1473-1543), Isaac Newton (1642-1727), Charles Darwin (1809-1882), Albert Einstein (1879-1955), etc. Science vanquishes ignorance, superstition, and dogma. 

By the 20th century, science reigned supreme. ‘It seemed that progress was unstoppable. Scientists discovered ever more facts. Out of these came “Laws of nature”. And from them, inventors and engineers made the “good things of life”, and the medical sciences saved us from disease’ (Sardar, Van Loon, 2002: 37).

Science advanced when ‘people learned to open their minds to new ideas and to make judgments based on facts that could be tested with experiments’ (Zimmermann, 1989: 2). A special procedure known as the scientific method was developed for gathering and testing information. 

The scientific method hinges on two key features – observation and experiment. Scientists see something happen and carefully take note. Then they put forward a possible idea, or hypothesis, that might explain their observations. The next stage is to devise a series of experiments to back up their idea (test the hypothesis). The results from the experiments may be favourable, in which case the scientists may be able to convert their idea into a theory or law. If the results are unfavourable, they will be forced to try other ideas and other experiments (Kerrod, Holgate, 2002: 7).

The scientific method involves studying systematically things that scientists do not understand. They have their idea, they design an experiment to test it, and then draw conclusions. ‘We owe that to the 17th-century thinker Francis Bacon, and it sounds trite until you try the alternative: random guessing and wishful thinking’ (Mammoth Book, 2004: 2). Science develops through rigorous observation and objective analysis. It provides documentation and evidence and cannot be consistent with any kind of unverifiable speculation, guesswork, myth, or imagination. 

Science is divided into three major branches: (a) natural sciences, (b) mathematical (exact or formal) sciences, and (c) social sciences. Each of these branches consists of numerous subdivisions, many of which combine overlapping disciplines.

(a) Natural sciences study the natural world, e.g., Biology, Physics, Chemistry, Geology. 

Natural sciences dealing with inanimate matter and natural forces, such as light, heat, movement, are known as physical sciences, e.g., Physics, Physical Chemistry, Astronomy. 

Natural sciences dealing with the structure and composition of our planet, and the physical processes that have helped to shape it are called earth sciences, e.g., Geology, Mineralogy, Paleontology.

Natural sciences dealing with living things are known as life sciences, e.g., Biology, Genetics, Anatomy, Physiology, Medicine.

(b) Mathematical (formal, exact) sciences investigate the relationship between things that can be measured or quantified in either real or abstract form, e.g., Mathematics, Algebra, Geometry. 

(c) Social sciences study human aspects of the world (people in society), e.g., History, Anthropology, Psychology, Politics, Economics, Sociology, Education, Geography, Law, Linguistics. 

Social sciences are sometimes criticized as being less scientific than other sciences; they are seen as being less rigorous and objective. In studying subjective, inter-subjective, and objective or structural aspects of society, they are referred to as soft sciences, in contrast to hard sciences, such as the natural sciences, which focus exclusively on objective aspects of nature. Social scientists, however, argue against such claims by pointing to the use of a rich variety of scientific processes, mathematical proofs, and other methods. Nowadays, the distinction between the hard sciences and many of the so-called soft sciences is blurred.

The Humanities, or the Arts, is a broad subdivision of culture (contrasted with science), composed of many expressive disciplines: visual arts, performing arts, language arts, culinary arts, physical arts, e.g., Drawing, Painting, Architecture, Music, Drama, Ancient and Modern Languages, Literature, Philosophy, Religion.

The Humanities are those academic disciplines which study the human condition, using methods that are largely analytic, critical, or speculative. Imagination and personal taste are more important than exact measurement and calculation. 
The study of individual modern and classical languages form the backbone of modern study of the Humanities, while the scientific study of language known as Linguistics is a social science.

The social sciences differ from the arts and humanities in that social sciences tend to emphasize the use of the scientific method in the study of humanity, including quantitative and qualitative methods.

A distinction is also made between pure (basic) science and applied science. Pure science focuses on understanding reality for its own sake. Applied science embodies scientific study put to practical use, application of knowledge to solve practical problems, e.g., applied mathematics, applied chemistry, applied linguistics, or engineering. Technology is the branch of knowledge that deals with applied sciences. It draws on discoveries from all areas of science and puts them to practical use. 

1.2. Science Studies. Scientific paradigm. Normal and revolutionary science. Post-normal science 

Science Studies is an umbrella term for a growing number of overlapping disciplines and fields from the social sciences and humanities whose subject of enquiry is science. The specific field from which Science Studies descends is History and Philosophy of Science. The development of Science Studies began in the late 1960s and has its origins in the ideas of Thomas Kuhn, Karl Popper, Paul Feyerabend and others.

One of the most important scholars in Science Studies is Thomas Samuel Kuhn (1922-1996). He studied physics at Harvard University. But before completing his dissertation, he decided to change to history of science. In 1962, Thomas Kuhn published The Structure of Scientific Revolutions, which has now become a decisive work on the nature of science. It is the source of such buzzwords as paradigm, normal science, revolutionary science, and (indirectly) post-normal science (Sardar, Van Loon, 2002: 48-51).

Thomas Kuhn explores big themes in science. He wants to know what science is really like in its actual practice. He suggests that far from discovering truth, scientists actually solve puzzles within established world-views. He used the term ‘paradigm' to describe a set of accepted beliefs that underpins puzzle-solving in science. The term paradigm suggests that some accepted examples of actual scientific practice provide models from which spring particular traditions of scientific research. Aristotelian Dynamics (in physics), Copernican Astronomy, Structuralism (in linguistics) are examples of the paradigms of particular branches of science. Each paradigm produces a major work that defines and shapes it. Aristotle’s Physics, Isaac Newton’s Principia and Opticks, Ferdinand de Saussure’s ‘Course in General Linguistics’ are examples of works that defined the paradigms of particular branches of science at particular times.

In Kuhn’s scheme, ‘normal science’ is what scientists do when they work routinely within established paradigms. Scientists use paradigms as resources to refine theories, explain puzzling data, and do other work to expand the boundaries of normal science.

Stability of normal science is occasionally punctuated by irresolvable crisis. A point is reached when the crisis can only be solved by revolution. ‘Revolutionary science’ takes over and old paradigms give way to new ones. But what was once revolutionary becomes normal. And the cycle begins again. Science advances through cycles of normal science followed by revolutionary science. History of science is not necessarily a linear succession of discoveries, but rather a succession of paradigms.

In the second half of the 20th century, scientists took the criticism of sociologists of science, social epistemologists, feminists, and Science Studies scholars. Criticism went under a number of different rubrics, including the following (Sardar, Van Loon, 2002).

(a) Ethnocentric bias inherent in modern science. Basic assumptions about nature, universe, time, and logic that shape science are ethnocentric. Nature, for instance, is seen as hostile, something to be dominated. Humanity stands apart from nature, on a higher level, ready to subjugate her. Knowledge is sought for the outright exploitation of nature.

(b) Gender bias (a distinctively masculine tendency). Gender stereotyping discourages women and encourages men to adopt those kinds of thinking activities necessary for skills in scientific work (e.g., less than a quarter of US scientists are women).

Nowadays, women scientists are primarily to be found in the lower echelons of the scientific enterprise. In most cases, their work is undervalued, relative to similar achievements by men.

The work of Rosalind Franklin is a good example. In 1951, she began analyzing the structure of DNA, the substance which carries the body’s genetic code. A year later, unknown to her, a copy of one of her papers and her best photograph of a form of DNA were shown to two men scientists, J. Watson and F. Crick. They were working in the same area. Rosalind began working on another project, and in 1958 she died. In 1962, J. Watson and F. Crick were given the Nobel Prize for their work on DNA, and today are believed to be the discoverers of its structure. 

(c) Racial bias. During the 1980s, works like Ashis Nandy’s Science, Hegemony and Violence (1988) and Ziauddin Sardar’s The Revenge of Athena: Science, Exploitation and the Third World (1988) exposed the racial and political economy of science. Improvements to the agriculture, manufacturing, health, or the environment benefit the already privileged people of European descent. The costs are dumped on the poor, racial and ethnic minorities, women, etc.

(d) Mono-cultural matrix and predatory nature of science. Modern science is a distinctively Western enterprise. It denigrated, abused, and suppressed non-Western science. Mathematic and astronomical achievements from Arabic and Indian cultures became part of European science. Islamic medicine was almost totally appropriated. The magic needle, the rudder, and gunpowder were borrowed from China. 

(e) Commercialization of science. Science is driven by military interests and the need for corporations to make profit. 
Commercially driven science focuses on certain areas of research at the expense of others (the prospects for profit determine the choice), and makes proprietary claims on what most societies have regarded as ‘common knowledge’. Commodification of science has produced a gold-rush system for patents. Anything that might conceivably have a use is now being patented, including the very stuff of life – sequences of DNA.

(f) Uncertainties and risks inherent in science. Science in the service of business can produce catastrophic results. The safety of the planet and humanity is under serious threat. Science has given us the bomb, as well as biological and chemical weapons of mass destruction. It has brought us to the brink of human cloning. The by-products of science, such as nuclear waste and chemical pollution, are destroying ecosystems on local, regional, and global scales. 

Every advance in science ushers us towards new and hidden dangers. There is no way of knowing what harmful effects may occur.

Recent research has shown that most people do not trust scientists and are concerned with potential harmful side-effects of science. Scientists are seen by the public not as disinterested ‘truth-seekers’ but as narrow-minded compulsives concerned with their own fame and fortune (Sardar, Van Loon, 2002: 124). There are egregious examples of fraud, compromise, and political influence in science. The twin forces of money and status corrupt the pursuit of scientific truth (Bell, 1992).

Science no longer functions in the ‘normal’ way, in abstraction from the issues of who pays and why. We are just moving into the era of ‘post-normal science’ (Sardar, Van Loon, 2002: 173).


Post-Normal Science (PNS) begins with the realization that we need a new style of science, based on unity of knowledge and values, public interest, accountability and social responsibility. ‘Post-normal science is the sort of inquiry that occurs at the contested interface of science and policy and can include anything from scientists’ policy-related research to citizens’ dialogue on the quality of that research’ (Sardar, Van Loon, 2002: 155).

PNS is now being realized in many different ways. More specifically, the principles of PNS can be seen in action in (a) the ‘precautionary principle’, (b) community research networks and science shops (Sardar, Van Loon, 2002: 160-168).


(a) The precautionary principle recognizes the importance of uncertainty in the process and practice of science. Products of science can generate potentially dangerous outcomes. We therefore need to proceed with caution. The classic formulation of the precautionary principle was first stated at the 1992 Climate Change Convention. There it was defined as ‘measures to anticipate, prevent, or minimize adverse effects’ of scientific progress ‘where there are threats of serious or irreversible damage’. 

The European Union science policy is now guided by the precautionary principle. It is being used increasingly in policy-making in which there is risk to the environment or to the health of humans, animals, or plants. The onus is now on the manufacturer to prove that a product or process is safe.

(b) Post-Normal Science insists that citizens must get involved in science. Science cannot be left to the scientists and those who manage their work and control its products. 

In the US, a number of Community Research Networks (CRNs) support non-profit and minority groups in their attempts to find solutions to problems of healthcare and pollution. Their activities are rooted in the communities they serve, and they encourage citizen participation at all levels. Examples of their work include research to maintain jobs and environmental standards, helping communities to assess the fairness of public-services distribution, etc. 

Science shops conduct and co-ordinate research on social and technological issues in response to specific questions posed by community groups, public-interest organizations, local governments, and workers. Their main function is to increase public access to and public awareness of science and technology.


Science shops initially developed in the Netherlands. They are managed and operated by permanent staff and a regular supply of university students. The students get credits towards their degree for working at the shops and may do their postgraduate work on the problems brought to the science shops.

The Dutch system has helped environmentalists to analyze industrial pollutants, workers to evaluate the safety and employment consequences of new production processes, and social workers to improve their understanding of disaffected teenagers. It has inspired science shops in Denmark, Austria, Germany, and Norway. 

1.3. The nature of scientific research. Research as systematic enquiry

Research (from the French rechercher ‘to search closely’, where chercher means ‘to search’) is a human activity based on intellectual investigation and aimed at discovering, interpreting, and revising human knowledge on different aspects of the world. Research can use the scientific method, but need not do so.

Scientific research relies on the application of the scientific method. This research provides scientific information and theories for the explanation of the nature and the properties of humans. It makes practical applications possible.

Scientific research is defined quite broadly as ‘diligent and systematic enquiry or investigation into a subject in order to discover new facts or to collect information on a subject’ (RHWCD, 1990). 

‘What distinguishes scientific research from casual common-sense enquiry or haphazard trial-and-error procedures is that it is a systematic process of finding out’ (Stern, 1997: 61). 
An enquiry can be called systematic (a) if it has an explicit rationale, (b) if it has a theoretical basis, (c) if it is carried out with a deliberately chosen methodology, and (d) if its findings and interpretation of the findings are kept apart (Stern, 1997: 61-66).
(a) Reasons for a study. Research is not started out of the blue. It is not prompted by idle, whimsical, or unspecified curiosity. The reasons for a research study can be explicitly stated. Individual studies fit into a research context. They are prompted by fundamental questions or practical needs and build upon previous studies. 

Since research takes place in a context of enquiry, it is almost inevitably co-operative. The individual researcher can relate his/her own work to the work of other researchers working on the same or related problems. An individual study usually forms part of a network of studies. In many cases, co-operation of a team of researchers is needed to meet the demands of a scientific project.

Research is cumulative and builds on what is already known. It develops from one study to another, growing by successive additions or gradual steps. 

Research problems that demand investigation are rarely of a kind that a single investigation can resolve them in a conclusive way. It is often the cumulative and complementary effect of several studies carried out by different investigators or over several years by the same research group that can be most effective. Thus, continuity of research is particularly important (Stern, 1997: 66).

(b) Theory and research. A research must be backed by theory. The term theory is used in three fairly distinct but related senses, all of which are applicable to research (Stern, 1997: 25-26).

(1) Theory is used in the widest sense as a synonym for systematic thinking or a set of coherent thoughts. It refers to the study of the thought related to a topic or activity, e.g., theory of art, theory of language (linguistic theory), educational theory. A theory views a topic as something coherent and unified, but divisible into parts. A theory offers a system of thought or a conceptual framework in which to place different observations, phenomena, or activities. It serves as a map to guide the entire investigation.

(2) Under theory, understood in this very broad sense, it is possible to subsume different schools of thought or theories, each with their own assumptions, postulates, principles, models, and concepts. They often emphasize different objectives and rely on different methods of enquiry. 

(3) In the natural and social sciences, theory is also employed in a more rigorous third sense as ‘a hypothesis or set of hypotheses that have been verified by observation or experiment’, e.g., the theory of evolution, the electromagnetic theory of light, the theory of relativity, learning theory, theory of personality.

‘It is the long-term goal of science to generate theories that can offer stable explanations for phenomena’ (Shavelson, 2002: 11). 

‘It is obviously the quality of the theorizing that determines the quality of the research. The most sophisticated research design or elaborate statistical procedures cannot compensate for inadequate underlying thought, theories, or concepts’ (Stern, 1997: 63).

Theory and research support each other. ‘Research only makes sense if it can be related to an existing body of knowledge. Theoretical statements, theories, and hypotheses are verified by research. It offers techniques of verification and validation, and in turn provides a stimulus to fresh theorizing’ (Stern, 1997: 58).

(c) Research methodology. Research is characterized by the fact that it employs explicitly stated methods of enquiry and is able to justify them (Stern, 1997: 63). 

Method (from the Greek méthodos ‘way, means’) refers to the way of doing research, a system of procedures of analysis. 

Every method has some kind of operational principle. It is based on or uses a certain approach, criterion, property. Every method comprises some procedures (techniques, operations), e.g., sampling, selection, identification, measurement, examination, recording, data processing, data refinement, registration, etc.

A method may possess the following features: accuracy, reliability, effectiveness, convenience, feasibility, sensitivity, etc. Every method has its own merits and demerits, limitations.

Methodology is (1) a set or system of methods and principles used in a particular discipline, or (2) the underlying philosophical principles and rules of organization of the enquiry, e.g., the philosophical theory of materialism that regards matter as constituting the universe, and all phenomena, including those of mind, as due to material agencies; or the philosophical system of logical positivism which holds that scientific investigation should focus only on concrete, observable phenomena (thus excluding from linguistics any concern for meaning), etc. 

Each scientific study is a representative, stated or otherwise, of a particular point of view, of particular philosophical assumptions about the nature of research, the object under study, etc. In consequence, all sciences have a close connection with philosophy.

Research methods employed by scientists are subdivided into (1) methods common to all scientific enquiries, and (2) specific methods distinguishing special sciences (Селіванова, 2006: 329). 

(1) Methods common to all scientific enquiries include observation, comparison, induction, deduction, hypothetico-deductive method, analysis, synthesis, modelling, experiment, falsification, etc.

Method of induction entails generalization of the results of observations, inference from the observed to the unobserved. It involves inductive reasoning from particular facts (instances, effects) based upon actual observation to a general principle or law.

Method of deduction is not based on observation. It is based on assumed premises or logical conclusions made in advance of experience of the subject matter. This method is based on deductive reasoning from a general principle to the expected (particular) facts (instances, effects). It often allows scientists to predict some facts long before their actual discovery.

Hypothetico-deductive method is a method in which a general hypothesis based on observations is proposed and then tested by the deduction of consequences or predictions that may be experimentally tested. When such a prediction is falsified, the theory is rejected and a new hypothesis is required.

Analysis (from Greek analysis ‘decomposition’) as a method of enquiry involves mental or experimental division of any material or abstract entity into its constituent elements (separate parts) to determine the kinds of constituents present, their essential features, and their relations. (The word analysis is often used to denote the process of investigation in general.)

Synthesis (from Greek synthesis ‘combining’) as a method of enquiry involves the combining of the constituent elements of separate material or abstract entities into a single or unified entity, which is then studied as a whole. 

Analysis and synthesis usually go together and provide an adequate description of an object.

Modelling involves simplified representation of the objects under study. A model is a pattern, plan, representation, or description designed to show the main object or workings of an object or concept (e.g., models of an atom). Scientists use models to make predictions that cannot be tested by experiment or observation. Computers have refined this method, e.g., in molecular modelling, chemists use computers to simulate the structure and motion of macromolecules.

Experiment is any kind of trial that enables scientists to control and change at will the conditions under which events occur. ‘It can be something extremely simple, such as heating a solid to see when it melts, or something highly complex, such as bouncing a radio signal off the surface of a distant planet. Scientists typically repeat experiments, sometimes many times, in order to be sure that the results were not affected by unforeseen factors’ (Burnie, 2007: 2).

Method of falsification involves deliberate formulation of a false hypothesis to establish the objective regularities or to prove that it is false by way of its empirical testing.
(2) Specific methods distinguishing special sciences are subdivided into theoretical, descriptive, experimental, laboratory, field, observational, etc. The research design and the methods of data gathering and data analysis may vary in different sciences.

(d) Findings and interpretations. The investi​gator has to present findings in an objective, concise, and unambiguous form, and separate results from interpretation (Stern, 1997: 65). This requires an attitude of critical detachment and caution.

Scientific research represents an element of disciplined study and sustained enquiry. Being able to focus on problems and stay focused for days, even years, is critical. Reality dispels the myth of the madcap scientist in the shed having a Eureka moment and making a fortune. Having the bright idea is critical, of course, but it is just the start. One per cent inspiration, 99 per cent perspiration, as Thomas Edison so accurately put it (Mammoth Book, 2004: 2).

1.4. Stages of scientific research

If something is to be accepted as a scientific fact, it should be established by the scientific method – a method of research in which a problem is identified, relevant data are gathered, a hypothesis is formulated from these data, and the hypothesis is empirically tested. At its core, scientific enquiry is the same in all fields. 

The process of scientific investigation is subdivided into several stages: (a) problem formulation, (b) observation and data collection, (c) data analysis, (d) hypothesizing, (e) hypothesis testing, and (f) reporting findings. 

(a) Problem formulation. The first step in any scientific enquiry is to find an interesting question to research. ‘Questions are posed in an effort to fill a gap in existing knowledge or to seek new knowledge, to pursue the identification of the cause(s) of some phenomena, or to formally test a hypothesis’ (Shavelson, 2002: 11). 

Having determined the problem to be investigated, the set of units or phenomena to be described, theoretical and methodological frameworks in which the study will be conducted, the researcher draws up a study plan.

Any investigation or study is conducted in accordance with a definite plan, experimental design, project, or program. It has an underlying aim (purpose, objective). Clarity of the ultimate aim of the enquiry is indispensable to successful research. It should be clear from the very start what to study, how to study it, and for what reason. The ‘know-how’ of a particular study includes the various methods of analysis which help to attain the goal. 

(b) Observation and data collection. The early stages of scientific research involve making observations and gathering information. ‘Observation is the basic phase of all modern scientific investigations, including linguistic, and is the centre of the inductive method of enquiry’ (Soloshenko, Zavhorodniev, 1998: 173). 

Observation involves one or more of the human senses – hearing, sight, smell, taste, and touch. Scientists typically use tools to aid in their observations, e.g., a microscope helps view objects too small to be seen with the unaided eye, while a telescope views objects too far away to be seen (Burnie, 2007: 2). A scientist must observe carefully, measure and record accurately. Inaccurate information can result in incorrect conclusions.

(c) Data analysis. Merely collecting facts is not enough. The scientist needs to arrange the facts by seeking relationships.

Classification is one way of arranging information. The word classification comes from the word class – meaning ‘a group of things that all have one important element in common’. Scientists group related information into an array (Zimmermann, 1989: 3).

‘Chemists, for example, cannot study every element, but can make generalizations by arranging all the elements into groups with related properties. Thus, if iodine is identified as belonging to the same group as chlorine and bromine, its properties can be predicted. Similarly, since there are several million kinds of plants and animals on earth, it is clearly impossible to study each one. However, by classifying an animal as a member of a particular group, or species, a biologist can predict its characteristics’ (Zimmermann, 1989: 5). 

Every language contains thousands upon thousands of words. When describing them it is possible either to analyze every word separately or to unite them into classes with more or less common features. Linguists make use of both approaches. A dictionary usually describes individual words; a grammar book mostly deals with classes of words, traditionally called ‘parts of speech’. 

Comparing is another way of arranging data. Comparisons not only arrange information but also expand it. Comparisons often enable scientists to solve problems. To determine which substance to use for electrical wiring, various metals are compared for electrical conductivity, cost, availability, etc. (Zimmermann, 1989: 19-20) 
‘Comparisons provide a new perspective on information. The fact that an ant can carry a crumb of bread only becomes impressive when the crumb is discovered to be three times the weight of the ant. The fact that water expands when it becomes solid is more interesting when comparisons show that all other liquids contract as they solidify. It was a comparison of the habits of lung cancer victims with those of the general population that led to the discovery of a link between smoking and lung cancer’ (Zimmermann, 1989: 19-20). 
Comparison of human language with animal communication proves that human language is a unique type of communication system distinguished by displacement (reference to past and future times, other locations), arbitrariness (there is no ‘natural’ connection between a linguistic sign and its meaning), discreteness (sounds used in language are meaningfully distinct), productivity (language users manipulate their linguistic resources to produce new words and expressions), cultural transmission (Yule, 1996: 20-26). 

Comparing is examining two or more items to discover their similarities and differences. Comparing may but does not always concentrate on similarities. Con​trasting concentrates on differences.

Looking for cause and effect is one more way of seeking relationships among scientific facts. ‘The fifth-century B.C. Greek philosopher Leucippus suggested that there is causality in nature, i.e., that every natural event has a natural cause. All science is based on this assumption. Something causes apples to fall, planets to stay in their orbits, the sun to emit energy’ (Zimmermann, 1989: 35-41). 

Causes and effects connect events or situations. Causes explain why something happens. Effects describe outcomes. 

‘Sometimes the effect of one occurrence becomes the cause of a second event, and the effect of the second becomes the cause of a third. A nuclear reaction is an example of this kind of causal link. As one uranium atom is split, it releases neutrons that in turn split other uranium atoms. The result is a continuous chain reaction of causes and effects’ (Zimmermann, 1989: 37). 

Scientists resort to various research methods (qualitative and/or quantitative) to analyze the data. 

Scientists typically use computers to arrange data in ways that make the information easier to understand and analyze. Data may be arranged into a diagram such as a graph that shows how one quantity (e.g., body temperature) varies in relation to another quantity (days since starting a drug treatment) (Burnie, 2007: 2).

(d) Hypothesizing (formulating a hypothesis). Collection of data and their orderly arrangement must eventually lead to formulation of a generalization – a hypothesis, theory, rule, or law. 

A hypothesis is a tentative or temporary solution to a scientific problem or an explanation for why something happens. 

Sometimes, scientists do not have any prior idea of a hypothesis before they start their investigations, but often scientists start out with a working hypothesis that will be proved or disproved by the results of the experiment (Burnie, 2007: 2).  

Although a hypothesis usually develops from the intuition of the scientist (immediate apprehension of an object by the mind without any reasoning process), it is based on observations or facts. Charles Darwin's hypothesis about evolution came to him while he was riding in a carriage (he wrote, ‘I can remember the very spot in the road’), but the idea was the product of many years of study and experimentation (cited in Zimmermann, 1989: 52-54).

As evidence is gathered to support a hypothesis and it becomes accepted in the scientific world, it is referred to as a theory (an explanation that seems to consistently fit with the facts), e.g., Einstein’s theory of relativity, Darwin’s theory of evolution. (However, hypothesis and theory are frequently used interchangeably.)

When a theory explains or unifies a great deal of information, it becomes known as a principle, or natural law, e.g., Archimedes' principle of water displacement, the law of gravity, Newton’s laws of motion, laws of refraction (Zimmermann, 1989: 52).

In linguistics, there is the famous Sapir-Whorf hypothesis of linguistic determination, stating that people’s thoughts are determined by the categories made available by their language, and its weaker version, linguistic relativity, stating that differences among languages cause differences in the thoughts of their speakers. Consider the languages carving the spectrum into color words at different places, the dozens of Eskimo words for snow (Pinker, 1995: 57).

There are also a number of famous theories to account for how language began. The theories have names that seem almost to be begging ridicule – the Bow-Wow theory, the Ding-Dong theory, the Pooh-Pooh theory, the Yo-He-Ho theory – and they are generally based in one way or another on the supposition that languages come ultimately from spontaneous utterances of alarm, joy, pain, and so on, or that they are somehow imitative (onomatopoeic) of sounds in the real world (Bryson, 1990: 15).
The value of a scientific hypothesis or theory normally lies in its explanatory power and its capacity to predict. 

‘Prediction is a part of every field of science. The chemist who develops a new drug must be able to predict its effects – both good and bad – on the human body. The engineer who designs a rocket must be able to predict the effects of adverse weather on the vehicle. The astronomer needs to predict the orbit of a comet, and the biologist must predict the likelihood of a particular child inheriting a genetically linked disease’ (Zimmermann, 1989: 174). 

‘Some events can be predicted quite accurately; an eclipse can be calculated to a fraction of a second. Others can only be predicted in terms of probability; the forecast may announce a 25% chance of rain tomorrow. However, no prediction of the future behavior of nature is 100% certain’ (Zimmermann, 1989: 174).

(e) Hypothesis testing (verification of the hypothesis). Any scientific generalization is to be followed by the verifying process. Here too, various methods of enquiry are applied.

‘Once a hypothesis has been proposed, the question is always asked, “Where is the evidence?” The British chemist Humphry Davy (1778-1829) once burned diamonds into graphite, ignoring the expense, to demonstrate that diamonds and graphite are both crystallized carbon. He made his point’ (Zimmermann, 1989: 96). No scientific hypothesis is accepted unless there is evidence to support it. Proof or evidence is usually the result of observation or experimentation, combined with reasoning. 

‘The theories that are accepted are those with the most supporting evidence. In the 2nd century, Claudius Ptolemy proposed that the planets and the sun revolved around the earth. His theory was accepted because it predicted the position of the planets with some accuracy. In the 15th century, Nicolaus Copernicus “proved” that the planets revolve around the sun by demonstrating that his theory explained things that Ptolemy's theory could not, like the seasons of the earth and the backward motion of the planets. Then, in 1905 Albert Einstein shook everyone up by saying that motion is relative and that whether the sun is moving or the earth is moving depends on your point of view! And on and on we go, always striving to get closer and closer to the truth. But scientific theories can seldom be proven beyond a doubt’ (Zimmermann, 1989: 98-100). 

There is no such thing as the final truth in science. Scientific progress is achieved by conjectures and refutations. Scientific theories are ‘evolving institutions’ (Sardar, Van Loon, 2002: 71).

When testing a hypothesis, every effort is made to eliminate subjective or biased ideas. A hypothesis does not always prove to be correct. If experiments do not support a hypothesis, the hypothesis must be rejected altogether or at least modified. Progress involves continually refining hypotheses as new information comes to light. 
Sometimes an experiment proves something other than what the researcher intended. Many great discoveries were accidents of science. In 1929, the Scottish researcher Alexander Fleming noticed that some bacteria had been destroyed by a piece of mould which had floated in through an open window (possibly from the pub opposite) and landed on a glass plate he was using in an experiment. He had accidentally discovered penicillin, the first antibiotic. In 1895, the German scientist Wilhelm Roentgen noticed that cathode rays penetrated black paper. Thus, x-rays were discovered. When researching uranium radiation, Marie and Pierre Curie found a new radioactive element, polonium.

(f) Reporting findings. On conclusion of an investigation researchers obtain results, or findings. The result may have the form of a value, equation, formula, relation, ratio, suggestion, assumption, evaluation, hypothesis, prediction, new conception, idea, model, theory, law, etc. The result can be described as experimental, theoretical, quantitative, numerical, or it may look as a description. 

Researchers are obliged to report their findings. Findings can be discussed orally (at science forums, conferences) or in written form (a research paper in a journal or collection, a book, lab report). Publication and dissemination of research findings is critical. Most established academic fields have their own journals and other outlets for publication. Academic publishing is undergoing the transition from the print to the electronic format. 

Modern science did not really begin until people started reporting their observations and discoveries. In ancient Greece, a secret society of mathematicians, known as the Pythagoreans, hid their findings from the world. In the Middle Ages, the alchemists went to great lengths to conceal their discoveries. Today, scientists report their findings and detail their experimental methods in journals, inviting others to perform experiments to verify or disprove the results (Zimmermann, 1989: 141-142). ‘Scientists need to share their results so that other scientists can debate the implications of the work and use it to spur new research’ (Burnie, 2007: 2).

Most discoveries are not accomplished by one person but by a sharing or exchange of information with researchers building on each other's work. The development of atomic energy was based on the work of Albert Einstein, Niels Bohr, Enrico Fermi, and many other scientists in Europe and America. The development of the computer and spaceflight are other examples of great scientific achievements that were joint efforts. This type of cooperation is dependent upon intelligent, accurate reporting (Zimmermann, 1989: 144).

Sometimes scientific enquiries do not produce the clear-cut findings that are expected from them when they are initiated. In some instances, they give rise or add further fuel to the fire of controversy. 

Practitioners are irritated when the results of research seem inconclusive or remote from reality, and may shrug off research as ‘useless ivory tower activities’ or dismiss it as ‘playing at science’. It is often said that the results of research should make an impact on practice. It is the interaction between research and practice that can make both more productive (Stern, 1997: 67).
In contrast to these negative views, one may occasionally find an excessive belief in the value and importance of research. Without critically examining the intrinsic merit of a study or its relevance to a given situation, anything with the ‘research’ label is accepted as gospel truth. Tentative, approximative, and cumulative nature of research findings is often overlooked (Stern, 1997: 53-54). 

Research findings must be regarded as tentative and open to revision. All sorts of events (new theories; new experiments; new facts; social, economic, or political evolution or revolution) constantly alter the hypotheses, situations, and conditions of analysis.

1.5. Scientific research and logic

Logic is the system or principles of orderly and reliable reasoning applicable to any branch of knowledge or study. Scientists use two distinct logical processes to move from evidence to a conclusion: (1) de​ductive reasoning and (2) inductive reasoning. 

Deductive reasoning moves from a general premise or assumption to a specific conclusion: All metals are good conductors of electricity. Zinc is a metal. Therefore, zinc is a good conductor of electricity (Zimmermann, 1989: 98). 

Inductive reasoning moves from a specific observation to a general conclusion: if air is observed to expand or contract to fill any container, the assumption might be made that all gases behave this way. As a matter of fact, they do (Zimmermann, 1989: 98).
Deductive reasoning is always valid, i.e., if it is properly stated and if the premises are true, the conclusion will be true. The conclusion is contained in the premises. By contrast, inductive reasoning can lead to false conclusions. We might assume that if a particular mushroom is poisonous, all mushrooms must be poisonous (which is not true). Sometimes there are not enough examples; the examples are not representative; the conclusion does not follow from the evidence. Nevertheless, inductive reasoning can be very valuable in alerting the scientist to potential principles that must then be tested before they can be accepted (Zimmermann, 1989: 98).

At the core of science is inferential (deductive) reasoning: explanations, conclusions, or predictions based on what is known or observed (Shavelson, 2002: 10).

Doing research, we must avoid a number of typical errors in logical thinking, known as logical fallacies. They most often result from inappropri​ate or irrelevant connections between ideas, i.e., they are the result of careless thinking. Such errors are serious flaws in scientific research (Perrin, 1987: 93-99).

Generalizing from too little evidence often produces a hasty generalization. This fallacy suggests that a researcher has reached a conclu​sion too quickly, without thoroughly investigating an issue. Researchers should be especially careful not to generalize on the basis of a sin​gle example. To be valid, a generalization must be based on a fairly large number of facts.

A sweeping generalization is a statement that is too general and includes people or things that should not be included.

An oversimplification is a conclusion based on limited evidence. It ignores subtle variations and exceptions. Researchers must carefully note all sides of an issue before reaching a conclusion.

The either/or fallacy suggests that only two choices exist when, in fact, there are many more.
Begging the question is a form of circular reasoning. When researchers beg the question, they include in their discussions an idea that requires proof but offer none. Instead they present the idea as if it is an agreed-upon belief, a foregone conclusion that needs no elaboration or explanation. In doing so, researchers undercut their credibility be​cause they imply a more absolute understanding of a subject than they demonstrate in their discussions.
The fallacy of association suggests that ideas or actions are ac​ceptable or unacceptable depending on the people associated with them. Ideas or actions should be evaluated on their own merits.

The fallacy of composition consists of arguing from the premise that a part of a thing has a certain property to the conclusion that the thing itself has that property. 

The fallacy of equivocation consists of arguing from a premise in which a term is used in one sense to a conclusion in which the term is used in another sense.

A false analogy is a comparison that is not built upon relevant points of similarity. For an analogy to work, the subjects must be similar in at least a few key ways. False analogies are made without establishing sufficient similarities.
A non sequitur, translated as ‘it does not follow’, is a conclusion that is not the logical result of the statements that precede it; an inference or conclusion that does not follow from the premises. 

Post hoc fallacy, named for a Latin phrase post hoc ergo propter hoc (‘after this, therefore be​cause of this’), is the fallacy of false cause. It establishes a cause and effect relationship between two actions when, in fact, one action simply preceded the other. 

‘Scientists must be careful not to assume that one event caused another just because they happened in sequence. If there is an earthquake the day a comet passes near the earth, it cannot be assumed that the two events are related’ (Zimmermann, 1989: 37).
Argumentum ad hominem (‘argument against the man’) occurs when researchers attack the peo​ple involved in an issue rather than the issue itself (attack the opponent’s character rather than answer the argument); appeal to prejudices, emotions, or special interests. By shifting the focus from the idea to the people, they fail to address the attributes of what they are arguing against.

Argumentum ad verecundiam (‘appeal to authority’) occurs when researchers inappropriately cite an authority to support a point. In particular, appeal to authority is inappropriate if: (1) the person is not qualified to have an expert opinion on the subject, (2) experts in the field disagree on the issue, (3) the authority was making a joke, drunk, or otherwise not being serious.


REVISION TASKS

· Choose the correct answer(s) to complete the sentences. One or more answers may be correct. 

1. Strictly speaking, the word science means _____ 

A. ‘study’
C. ‘enquiry’

B. ‘knowledge’
D. ‘ability, skill’

2. The revival of art and science under the influence of classical models in the 14th – 16th centuries is called _____

A. the Renaissance 
C. the Middle Ages  

B. the Dark Ages 

D. the Enlightenment  

3. Science is divided into three major branches _____

A. natural, mathematical, social sciences  

B. natural, physical, earth sciences   

C. mathematical, social, life sciences   

D. pure science, applied science, technology 

4. _____ is a broad subdivision of culture, composed of many expressive disciplines: performing arts, physical arts, language arts. 

A. the Arts   

C. Anthropology  

B. the Humanities 
D. Education     

5. The scientific method hinges on two key features _____ 

A. observation 

C. experiment

B. theory

D. evaluation 
6. The development of Science Studies started _____

A. in the late 1960s
C. in the 19th century

B. during the 1980s   
D. in 1982

7. The term paradigm suggests that _____

A. scientists actually solve puzzles

B. basic assumptions that shape science are ethnocentric

C. science is driven by commercial and military interests
D. some accepted examples of actual scientific practice 

provide models for particular traditions of research
8. The principles of post-normal science are seen in action in _____ 

A. precautionary principle C. commercialization of science 

B. racial and gender bias  D. community research networks

9. Scientific research is defined as _____ 

A. ‘a systematic enquiry or investigation into a subject in 

order to discover new facts or principles’

B. ‘organized body of objective knowledge’

C. ‘theorizing, experimentation, innovation’
D. ‘useless ivory tower activities’
10. What distinguishes scientific research from casual common-sense enquiry is _____
A. explicit rationale 
C. methodology

B. theoretical basis 
D. review of literature

11. Scientific research is almost inevitably _____ 


A. co-operative 

C. revolutionary 


B. cumulative 

D. progressive, gradual
12. Theory refers to _____


A. the study of the thought related to a topic or activity 

B. different schools of thought 

C. a hypothesis or hypotheses that have been verified by 

observation or experiment

D. a set or system of methods used in a discipline

13. Method refers to _____ 

A. the underlying philosophical principles of the enquiry

B. a particular point of view about the nature of research
C. the object under study

D. a system of procedures of analysis

14. _____ involves generalization of the results of observations, inference from the observed to the unobserved. 

A. Method of induction  
C. Modelling

B. Method of deduction  
D. Research method

15. Specific research methods distinguishing special sciences are subdivided into _____

A. theoretical, descriptive, experimental, laboratory, etc.

B. analysis, synthesis, modelling, experiment, etc.

C. observation, comparison, analysis, etc.

D. experimental, observational, methodological, etc. 

16. The process of scientific investigation is subdivided into the following stages: _____ 

A. problem formulation 

F. reporting findings

B. observation and data collection 
G. experimental design

C. project or program 

H. data analysis

D. hypothesizing 


I.  classification

E. hypothesis testing 

J. empirical testing

17. Ways of arranging information include _____

A. classification

C. looking for cause and effect


B. comparison

D. hypothesizing 

18. A hypothesis is _____

A. a temporary solution to a scientific problem

B. a supposition made as a starting point for further 

investigation from known facts

C. the lagging behind of an effect when its cause varies in 

amount

D. a proposition made as a basis for reasoning, without the 

assumption of its truth

19. On conclusion of an investigation, researchers obtain findings, which may have the form of _____

A. equation, formula 
C. suggestion, assumption

B. description 

D. idea

20. _____ consists of arguing from a premise in which a term is used in one sense to a conclusion in which it is used in another sense. 

A. The fallacy of association

B. The fallacy of composition

C. The fallacy of equivocation

D. The either/or fallacy


21. _____ establishes a cause and effect relationship between two actions when, in fact, one action simply preceded the other.



A. A non sequitur

C. Argumentum ad hominem 



B. Post hoc fallacy
D. Argumentum ad verecundiam

22. False analogy is exemplified in _____

 
A. Fred, the Australian, stole my wallet. Thus, all 

Australians are thieves. 

B. Employees are like nails. Just as nails must be hit in the 

head to make them work, so must employees. 

C. Cynthia Gregory is so beautiful. She is a great ballerina.

D. If eighteen-year-olds are old enough to get married and 

vote, they are old enough to drink alcohol.

Unit 2

____________________________________

WRITING AND DEFENDING 

THE RESEARCH PAPER

____________________________________

2.1. What a research paper is. Types of research 

 papers

A research paper is a written treatise (report or article) on a particular subject in which one has done original research. It presents the author’s investigation of a specific issue or problem and findings, e.g., term paper/ course paper written by a student as an assignment over the course of a term or semester; graduation paper presented by a candidate for a diploma after completion of a course of study; thesis/ dissertation presented by a candidate for a degree.

There are some differences between Ukrainian and English in the ways academic writing is described. At universities in the United Kingdom, the term thesis is associated with the single piece of academic writing submitted to gain a Doctor’s degree, e.g., PhD thesis (дисертація), whilst dissertation is submitted for a Master’s degree or part of a Bachelor’s degree, e.g., BA dissertation, MSc dissertation (бакалаврська/ магістерська робота).

At most universities in the United States, dissertation is the term for the required submission for the doctorate and thesis refers only to the Master’s degree requirements (graduation thesis).

A research paper may be of three basic types: (a) survey-type paper, (b) analytical paper, (c) argumentative paper. 

(a) A survey-type paper presents a survey of facts and a variety of opinions available on a given topic. Little attempt is made to analyze or evaluate what the sources say, or to prove a particular point. Instead, through quotation, summary, and paraphrase, the paper summarizes relevant information about a topic, provides a representative sampling of facts and opinions. 

(b) An analytical paper breaks a topic or an idea (concept) down into its parts in order to inspect or understand it. It uses evidence to investigate and explain some issue, reveal the solution to a problem. Analytical papers usually explore or flesh out unsolved topics. They require clear details, well-selected facts, and representative examples. 

(c) An argumentative paper presents arguments on an issue. It makes a claim about a topic and justifies this claim with specific evidence. The claim could be a hypothesis, an opinion, a policy proposal, or an interpretation of the phenomenon. The goal is to convince the audience that the claim is true and based on the evidence provided. The argumentative paper is analytical, but it uses information as evidence to support its point. It requires logical connections between ideas, systematic use of information, and especially careful use of examples.

The purpose of analytical and argumentative papers is to present the author’s views, based on the outside reading and personal investigation on a subject – not just to collect and compile what others have said about the subject.

The main requirements set for analytical/ argumentative papers are (a) novelty, (b) topicality, (c) reliability, (d) theoretical and practical (applied) value (Арнольд, 1991: 63). 

(a) Novelty. The research paper should present a new investigation markedly different from what was done before. The aim is to discover new facts and regularities, substantiate new ideas, pose new important questions about the data, or to find new ways of observing data to answer important questions. If there is no novelty, the researcher is threatened with ‘the invention of the bicycle’, i.e., proving a truism (Арнольд, 1991: 67). 

(b) Topicality. The research paper should be useful for the current stage in the development of science. It should deal with the subject of current interest and tackle gaps, weaknesses, or unsolved issues in previous research. 

Because some topics have long aroused curiosity, they have been overused and proba​bly offer few possibilities for reaching new conclusions or producing new patterns of development. The research theme and the problem under investigation should not be outdated.

(c) Reliability. The research paper should furnish reliable information. Reliability suggests absence of error and entails appropriate sample size (sufficiency of collected factual data), adequacy of research methods, and validity of research findings.

(d) Theoretical and practical (applied) value. Theoretical value suggests that the research paper offers a particular conception, explanation, or view of the unit (phenomenon) under study and thus contributes to the development of its theory, i.e., adds to our understanding of it. Theoretical material should be adapted or fitted for practical (actual) use. ‘Theory which is not relevant to practice, which does not give meaning to it, or “does not work in practice” is a weak theory and therefore bound to be suspect’ (Stern, 1997: 27). The paper is of little use to anyone without pragmatic applications.

Practical (applied) value of the paper lies in the possibility of applying the findings in (1) courses of lectures, seminars, practical classes, or (2) applied sciences (e.g., foreign language teaching, lexicography, translation studies, information science, computational linguistics). Understood broadly, it entails inculcating virtue, developing the sense of the beautiful, humaneness, citizenship skills, spiritual maturity, etc. (Арнольд, 1991: 66).

Scientific advisors usually inform the students which kind of paper they are expected to write. Course papers may present surveys. Graduation papers must be analytical.

An effective student research paper meets the following criteria (Rozakis, 1999: 5-6): (1) The writer shows a strong understanding of the topic and source material used. (2) There is evidence that the writer has widely read on the topic, including the recognized authorities in the field. (3) There is personal contribution to research (personal investigation of a subject). (4) The material is organized in a clear and logical way. (5) Each claim is supported by solid, persuasive facts and examples. (6) Every outside source is carefully documented. (7) All supporting material can be verified. (8) The paper follows the standard convention of the genre, including the use of correct documentation and a Works Cited page. (9) The paper uses standard written English.  

Students should not try to write a research paper entirely by themselves. They should do it in conjunction with their scientific advisor (supervisor), seeking his/her input and assistance. A good working relationship with the advisor is essential (Dee, 2006: 10). 

Work on research papers has two distinct aspects: (1) the process of scientific investigation (described in Unit 1), and (2) the writing process (described below). 

2.2. Stages and steps of the writing process

Writing a research paper is divided into several stages, each stage may include two or more separate steps: (a) prewriting: choosing a topic, gathering and organizing information, outlining the paper, (b) writing the first draft, (c) evaluating and revising (stylistic editing), (d) proofreading, (e) making the final copy. 

One of the most challenging aspects of writing a research paper is planning your time effectively. Do not leave work to the last minute. Before you plunge into the writing process, start by making a plan, i.e., create your schedule.


-------------------------------------------------------------------------------

Task




Time


1. Selecting a topic


½ day


2. Gathering information


6 days


3. Examining sources, taking notes

……..



4. Conducting personal investigation
……..



5. Organizing information


……..



6. Creating an outline


……..



 
7. Writing the first draft


……..

 

8. Evaluating and revising


…….. 

9. Proofreading



……..

10. Making the final copy


……..

-------------------------------------------------------------------------------

(a) Prewriting. The prewriting stage includes all the thinking and planning we do before we write. 

Step 1: Choosing a topic (research question). Think of a research topic that interests you, or take a topic you have been assigned. As you weigh your topic, ask yourself these questions (Heffernan, Lincoln, 1986: 486-487):

(1) Do you really want to know more about this topic? Research on any subject will keep you busy for weeks. You will do well only if you expect to learn something interesting or important. 
(2) Do you have enough knowledge to research the topic well? Although one primary purpose of completing a research paper is learning more about a subject, do not research a subject that is too technical or too advanced for you. 

(3) Are you likely to find many sources of information on this topic? If only one source, or none at all, is readily available, you should rethink your topic or choose another. If you want a contemporary (current) topic, choose one that has been around long enough to generate substantial articles and books.

(4) Can you cut the topic down to manageable size? If your topic is too broad you will scarcely have time to make a list of books on your subject, let alone read and analyze them. Find something specific. Limit your subject to a topic that fits your writing task.

(5) What questions can you ask about the topic itself? Basic questions about the topic help you get the topic down to manageable size, discover its possibilities, and find the goal of your research – the specific problem you want to investigate.

The topic is reflected in the title of the paper. The title should reveal the problem under investigation (not simply name the object of research) and indicate the scope of the study, cf.: Subclasses of Nouns → Subclasses of Nouns in English → Peculiarities of Syntactic Functioning of Various Subclasses of Nouns in Modern English (Арнольд, 1991: 68). At the same time, the title should be concise and self-explanatory (easily understood by the readers in the area without reference to specialized dictionaries).

Titles may have different syntactic structure: (1) nominal constructions with nouns as head elements: Language and Problems of Knowledge, (2) “colon”-titles consisting of two parts separated by a colon (the first part indicates a research area and the second one names some aspect of the study): Patterns of Language: Structure, Variation, Change, (3) titles containing a non-finite verb as the head element: Analyzing and Teaching Research Genres.

Titles structured as complete sentences (Language is Not a Physical Object) are very rare. Titles beginning with the prepositions on, to, towards (On the Definition of Word; Toward a Sociocultural Theory of Learning) are not appropriate for student research papers since they lack definiteness and render unsupported pretensions. In some cases, the topic stated is too broad (Арнольд, 1991: 70-71). 

Step 2: Gathering information. Research papers are developed from information (ideas, facts, examples) gathered from a variety of outside sources, rather than from personal experiences. 

The best place to begin gathering information is the reference section of the library with reference works of all kinds: encyclo​paedias, specialized reference books (e.g., dictionaries which cover subjects in particular fields such as art, history, linguistics, literature), biographical guides, guides to books, book indexes (lists of all books published up to the present), indexes to periodicals.

An encyclopaedia or other specialized reference work gives a good introduction to the subject. It usually gives direct information about your topic and leads to other sources (a list of sources usually appears at the end of an encyclopaedia article).

Use the card catalog or a computer cataloging system to locate books. Each book in the library's collection is catalogued on at least three cards – author cards, title cards, and subject cards. Some libraries separate these cards into three catalogs. 

To find books about your topic, look under all possible subject headings in the card catalog. When you find a book on your general subject, look at its index (alphabetical list of topics covered in that book) and the table of contents (list of chapter titles) to find how much information it has about your specific topic. If the book has a bibliography (list of source materials used in the preparation of the book), it can lead you to further sources.

Periodicals (journals) are another general source for the research paper. Because these sources are published more frequently than books, they offer very recent discussions of subjects. In addition, their discussions are often very specialized. As a rule, periodicals are listed in a separate catalog in the libraries.
Thesis abstracts (thesis defense brochures, автореферати дисертацій) are scholarly publications written by and for researchers in a given field. They usually contain specialized information and may provide recent discussions of your subject. In some libraries, there are separate thesis abstracts catalogs.
The Internet is a source of information that is accessible through a computer. It consists of millions of pages of data about every possible subject. The World Wide Web (also called WWW or the Web) is the most popular area of the Internet. 

If you have the website address you simply type it and you arrive automatically at the page you want. If you do not have a particular website address, there are several search engines which can help you, e.g., Yahoo!, Alta Vista, Yandex, Google.  

Most search engines have their own subject headings. Read them and decide where you want to go for more information. Or you can do a key-word search. Type in the key words relevant to your topic, the screen will then show you the website pages where you can find the information you need.

Use advanced search tools. Most search tools have a section which allows you to refine your search. If you want information that came from academic sites in the United Kingdom you can select in the advanced search area to look for sites with the domain ‘.ac.uk’.

Boolean operators are characters such as ‘–’ (minus) and ‘+’ (plus) used to exclude or add certain words in the search. They narrow your search to exactly what you are looking for. You could write ‘English teaching –jobs –opportunities +materials’. The search tool will then look for sites which have materials but do not have information on jobs or opportunities. 

Validate your searches. Not all sites on the web have reliable information. There are some things which help to judge a site: (1) the domain (e.g., ‘.edu’ or ‘.ac’ indicates that it comes from a university or academic institution), (2) the producer (which company is producing the site, its reputation), (3) the author (who has written the information, their qualifications), (4) linguistic accuracy (whether the page has many grammar and spelling mistakes, etc.).
Record information about your sources. You should jot down names of authors, titles, and other information you need to find the sources in the library and then to cite them in your paper fully and accurately. The best way to keep track of your sources is to fill out a small card on each source.

For books: (1) the library call number, (2) the name of the author(s) (last name first), (3) the title of the book, (4) the name of the person(s) intellectually responsible for the work (first name first) (usually coincides with the author), (5) the name of the editor(s) (for edited books), (6) whether the book has a bibliography, (7) the place of publication, (9) the name of the publishing company, (9) the year of publication, (10) the total number of pages.

-----------------------------------------------------------------------

II 822.851
Matthews P.H. Linguistics: A Very Short Introduction / Peter 

Hugoe Matthews. – Oxford: OUP, 2003. – 134 p. 

Bibliography

-----------------------------------------------------------------------

-----------------------------------------------------------------------

II.836.999

Collins COBUILD English Grammar /  [ed. by J.M. Sinclair]. – 

London: Harper Collins, 1990. – 590 p.

-----------------------------------------------------------------------

For periodicals: (1) the library call number, (2) the name of the author(s) (last name first); (3) the title of the article; (4) the name of the person(s) intellectually responsible for the work (first name first), (5) whether the article has a bibliography; (6) the title of the periodical; (7) the volume number; (8) the issue number, (9) the date, (10) the page numbers of the article.

------------------------------------------------------------------------

II 759.737
Altenberg B. The grammatical and lexical patterning 

of make in native and non-native student writing / 

Bengst Altenberg // Applied Linguistics. – 2001. –  

Vol. 22. – No 2. – P. 173-193.

Bibliography 

------------------------------------------------------------------------

Choose which sources to consult. You will probably find more sources than you can manage in the time you have. You should therefore look for the following (Heffernan, Lincoln, 1986: 507-508):
(1) Works with obvious relevance to your topic.
(2) Works published recently. Recently published works give up-to-date information. A recent book will usually cite most or all of the important books on its subject that came before it.
How recent is ‘recent’? That depends on the field. If you are writing about computers, energy sources, or the exploration of outer space, you will want books published within the past five or ten years. But if your topic is in a slower-moving field, such as linguistics, history, or psychology, you can regard anything published within the past ten or twenty years as relatively recent.

(3) Classics. Some books stay alive long after they are published. Classics include not just enduringly great works of fiction, but also nonfiction works of lasting importance in various fields. Unfortunately, the card catalog will not tell you whether a particular book is a classic in its field. But if you start your research by reading an overview of your topic, or a recent book on it, you are almost certain to find out what the classics in the field are.
(4) Primary and secondary sources. A primary source is one on which later, or secondary, sources are based. Depending on the subject, primary sources may be more or less valuable than secondary ones. If you are investigating a particular author, you should normally start by reading at least some of what s/he has written and then see what has been written about that person's works. But if you are seeking information of an impersonal kind, you do best to start with secondary sources and let them lead you to the primary ones. Secondary sources are further from what they describe and may give a more detached, objective point of view.
(5) Books with bibliographies. The catalog card tells you whether the book has a bibliography – a list of related books and articles. Because it focuses on a given topic, a bibliography can save you time, especially if it appears in a recent book. 


Examine your sources. When you have gathered the sources you plan to use, you are ready to examine them. Here are some suggestions how to do so (Heffernan, Lincoln, 1986: 509-510).
(1) Organize your reading time. List in order of importance the sources you plan to consult, and set up a reading schedule. 

(2) Read selectively. You can often get what you want from a source without reading all of it. If your source is a book, read the preface to get an idea of its scope. Then scan the table of contents and the index for specific discussions of your topic. Then read any promising sections, watching for important facts and interpretations.
(3) Read responsibly. Reading selectively does not mean reading carelessly or lifting statements out of context. To understand what you are reading and to judge it adequately, you may have to read a good part of the section or chapter in which it appears.
(4) Read critically. You need to decide whether what you are reading is worth citing at all. Beyond that, you need to decide how reliable the evidence and arguments are. If the writer gives opinions without facts to support them, or makes statements of “fact” without citing sources, you should be suspicious.
Take notes on the information from your sources (select facts for the research paper). You can take notes on your sources in a variety of ways: by writing on index cards or loose sheets; by photocopying the pages you need; by scanning or typing them out with a word processor so that they could be called up and inserted where you need them.
Step 3: Conducting your own investigation. This step is essential if you plan to write an analytical or argumentative paper. Following the main stages of scientific research, you collect and analyze empirical data, formulate a generalization (hypothesis), and try to verify it resorting to various research methods. 

The sources you use or consult help you choose the basic question you will pursue in your own study which in turn should lead you to an answer, to a generalization (hypothesis), to the contention (thesis) you will substantiate in your paper.

Step 4: Organizing information. The gathered information and the results of your own scientific research must come together to form a clear and convincing paper. You need to organize them in a logical way. This will give you a plan for your research paper.

Divide your materials according to major themes (topics) that emerged during your research. Then look for sub-themes which support them. 

Most importantly, you need a framing question, a question that will frame or define the survey (for survey-type papers) or a thesis (also called an argument or position statement), a statement you will defend (for analytical and argumentative papers). 

Your thesis statement should be specific – it should cover only what you discuss in the paper and should be supported with specific evidence. Include no information or explanations that do not directly or indirectly support or explain your controlling idea. Eliminate duplicate information or facts that do not fit your limited topic.

Step 5: Outlining the paper. An outline is a structural plan that uses headings and subheadings to clarify the main features of the paper. When you make an outline, follow these guidelines.
(1) Write a title above the outline.

(2) Use at least two or three main headings. Place an Arabic numeral and a period before each main heading.
(3) Do not divide a main heading into fewer than two subheadings. Place a corresponding decimal numeral and a period before each subheading under a main heading. Subheadings must support or explain the heading under which they appear.

(4) Indent subheadings so that all capital letters and numerals are lined up directly under one another.
(5) Use words or phrases, not sentences, and do not put a period at the end of a heading or subheading.
(6) Use a similar word or phrase in each main heading and in each subheading (parallel structure).

(7) Introductory and concluding material should be separated from the outline. 

-------------------------------------------------------------------------------

The Verbal Category of Voice: Its Representation and

Realization in Modern English

Introduction

Chapter 1.    The Verbal Category of Voice in Modern English

1.1. Representation of the verbal category of voice: 

the active and the passive voice
1.2. Realization of the verbal category of voice: 

the use of the active and the passive voice
Chapter 2.     Problems Posed by the Verbal Category of Voice 

in English Grammar

2.1. The problem of medial voices
2.2. The problem of actional and statal passive

2.3. The problem of get-passive 
Chapter 3.    Restrictions on the Use of the Passive Voice

3.1. Restrictions on the use of direct, indirect, 

and prepositional passive
3.2. Restrictions on the use of passive forms 

in fixed verbo-nominal collocations
Conclusion

References

Summary

Appendix

-------------------------------------------------------------------------------

When outlining a course paper, you may use a simplified version of an outline in which only major topics discussed in the paper are indicated by Arabic numbers (1, 2, 3).

-------------------------------------------------------------------------------

The Verbal Category of Voice: Its Representation and

Realization in Modern English

Introduction

1. Representation of the verbal category of Voice: the active 

and the passive voice 

2. Realization of the verbal category of Voice: the use of 

the active and the passive voice

3. Problems posed by the verbal category of Voice in 

English Grammar

Conclusion

References

Summary

-------------------------------------------------------------------------------

(b) Writing the first draft. With the outline at hand, you have to write a rough draft of your paper. 

As you write the first draft, concentrate on getting your ideas about your topic on paper so that later you will be able to correct what you have written. Attention to details like spelling, grammar, and punctuation will slow you down at this point. 

Use your outline as a guide. You may notice, however, that new ideas about your topic may occur to you as you write. Feel free to include these in your draft. Modify the outline when necessary. But if you change the outline, do so carefully, looking at the outline as a whole. One major change should not disjoint the whole paper.

Skip troublesome sections on a first writing. Sometimes, you may skip over a particularly difficult section to work on easier sections. You do not have to write the introduction first. You can write it after you have written the rest of the paper – when you know exactly what you are introducing. 

Do not forget to quote (cite) your sources. The words or phrases of other authors used in academic writing to illustrate a point are called quotations, or citations. They play an important role in academic texts. They are used to demonstrate familiarity with the field of investigation, provide support for research claims or criticism. Quotations (citations) may be direct or indirect. 

Direct quotations, which comprise the exact words of the author, may be of two basic types:
(1) The author's words in quotation marks (double in American usage and single in British) are incorporated into the text and separated from the rest of the sentence by a comma or colon. This is typical for short quotations – ones that take fewer than four typed lines or approximately 45 words. 

-------------------------------------------------------------------------------

In the words of Steven Pinker (1995: 18), ‘Language is not a cultural artifact that we learn the way we learn to tell time or how the federal government works. Instead, it is a distinct piece of the biological makeup of our brains.’ 

Noam Chomsky (1965: 93) writes: "There is no aspect of linguistic study more subject to confusion and more in need of clear and careful formulation than that which deals with the points of connection between syntax and semantics.”

-------------------------------------------------------------------------------

(2) If the quotation is long, it is set off by indentation rather than enclosed in quotation marks. The parenthetical note follows after a space, without additional punctuation.
-------------------------------------------------------------------------------

Every language has areas in which it needs, for practical purposes, to be more expressive than others. Expanding on the richness of vocabulary, Bill Bryson notes that:

The Eskimos, as is well known, have 50 words for types of snow – though curiously no word for just plain snow. To them there is crunchy snow, soft snow, fresh snow, and old snow, but no word that just means ‘snow’. The Italians, as we might expect, have over 500 names for different types of macaroni. (…) The residents of the Trobriand Islands of Papua New Guinea have 100 words for yams, while the Maoris of New Zealand have thirty-five words for dung. (…) The aborigines of Tasmania have a word for every type of tree, but no word that just means ‘tree’, while the Araucanian Indians of Chile rather more poignantly have an abundance of words to distinguish between different degrees of hunger. 
 

     (Bryson, 1990: 4-5)
-------------------------------------------------------------------------------

Use ellipsis dots (...) to indicate that you have deliberately omitted words in writing out the quotation. Be careful not to make an omission that distorts the original. Use brackets […] to mark explanatory words added within a quotation.
Indirect quotations (citations) are integrated into the text as paraphrase. They are not enclosed in quotation marks. 
-------------------------------------------------------------------------------

Janet Holmes (1992: 174) points out that the issue whether women speak ‘better’ English than men has been the source of considerable debate.

-------------------------------------------------------------------------------

A good paper is written in your own words, not in the words of others. You should feel free to summarize and paraphrase your sources, compressing them and putting them into your own words. 

But you should accurately quote rather than summarize a statement (1) when it precisely and concisely expresses one of the author's fundamental views, (2) when its language is notably vivid or eloquent, or (3) when you expect to analyze it in detail.

 Whenever you quote anything, ask yourself why you are quoting it. Quote only as much as you need to make your point.

Quotations are introduced with ‘reporting’ verbs referring to mental processes that are part of research work (analyze, conclude, describe, develop, design, discover, examine, explain, explore, investigate, observe, predict, recognize, revise, solve, study), or that are expressed in the text (affirm, argue, assume, believe, claim, consider, emphasize, explain, imply, presume, suggest). Some reporting verbs have an evaluative meaning.

Giving credit to cited sources is called documentation. There are two main methods of documenting:
(1) Numeric, which involves putting a number near the quotation (usually in square brackets), e.g., [5, p. 67] or [5, 67]. The full reference (identification of a source) is given then in the bibliography at the end of the paper – in numerical sequence. 

(2) Parenthetical, which consists in putting a short reference in the text itself. Normally, it includes the author's (authors') last name(s), the year of publication, and page number(s) in parentheses (separated or not separated by a comma or a colon), e.g., (Smith 2006, 31) or (Smith 2006: 31) or (Smith, 2006: 31). The full references are given in the bibliography at the end of the paper.

In author-prominent citations, the author’s name is used to introduce the material cited, so only the year of publication and page number(s) are given in parenthesis. 

-------------------------------------------------------------------------------

[image: image1.png]


points out that ... 

John Ryder (2006: 20) 
believed that ... 

has reported as follows: …  

As stated / suggested by John Ryder (2006: 20), …

According to John Ryder (2006: 20), ... 

Following John Ryder (2006: 20), we consider ... 

In J. Ryder's words / opinion, ... (Ryder, 2006: 20).

Drawing on a study of Ryder (2006), we raise the question of ... 

… is discussed in Ryder (2006).

-------------------------------------------------------------------------------

Information-prominent citations focus on factual information provided by the cited author. The parenthetical citation with the author's (authors') last name(s), the date of publication, and page number(s) is placed at the end of the citation.

-------------------------------------------------------------------------------

Some linguists have suggested that women tend to use more standard forms of language than men (Holmes, 1992: 174).

-------------------------------------------------------------------------------

If a reference is made to the whole work, the page numbers are usually not given, e.g., [5] or (Smith, 2006).

If several authors are simultaneously cited, their names are separated in parentheses by a semicolon, e.g., (Green, 2000; Edwards, 2002; Smith, 2006). Chronological order is preferable.
A comma or an ampersand (&) may be used in place of and between the names of two co-authors, e.g., (Brown, Jones, 2004: 48) or (Brown & Jones, 2004: 48).

If a reference is made to a paper written by more than two authors, it is possible to give the name of the first co-author followed by the Latin abbreviation et al., which stands for et alia, meaning ‘and others’, e.g., (Erickson et al., 2005: 57).
If references are made to two or more papers published by the same author in the same year, lower-case letters a, b, c, etc. are attached to the year, e.g., (Clark, 2002a: 28), (Clark, 2002b: 65). 

If no author is given for the book, it is cited by its full title, or if the title is long, by its first words, e.g., (College Cost Book, 2006: 56).

If the material you are using was quoted by your source from some other source, use the words quoted in (cited in) before the name of your source.

-------------------------------------------------------------------------------

According to the great Danish linguist Otto Jespersen, words are for the most part formed in one of four ways: by adding to them, by subtracting from them, by making them up, and by doing nothing to them (cited in Bryson, 1990: 64).

-------------------------------------------------------------------------------

Failure to provide the appropriate documentation leads to the accusation of plagiarism. Plagiarism (from Latin plagiarius ‘thief’) is the dishonest act of presenting the words of another writer as if they were our own. You commit plagiarism whenever you use a source in any way without indicating that you have used it. 

There are several ways of plagiarizing a source: (1) word-for-word continuous copying without quotation marks (indentation) or mention of the author’s name, (2) copying many words and phrases without quotation marks or mention of the author’s name, (3) copying an occasional key word or phrase without quotation marks or mention of the author’s name, (4) paraphrasing without mention of the author's name, (5) taking the author's idea without acknowledging the source (Heffernan, Lincoln, 1986: 523-524).

The most flagrant form of plagiarism is the wholesome use of someone else’s complete paper, but such theft is not very common. Unintentional plagiarism is more common. Sometimes writers do not document sources or do not clearly indicate an author’s words with quotation marks (Perrin, 1987: 477). You should always provide references to the sources you use or mention in your research. 

Make your sources work together. Writing the main part of a research paper is largely a process of weaving the sources into a coherent whole. You are responsible for showing the relations among your sources, for explaining what they signify when taken together. Make your sources talk to each other: ‘contrast some points of view, subordinate the first to the second, and then lead up to a telling quotation that reinforces your point as well as the main point of the paper’ (Heffernan, Lincoln, 1986: 527-528). 

(c) Evaluating and revising (stylistic editing). In this stage, you evaluate and revise, or edit, your draft. You think about what you have written and make changes to improve it. 

To evaluate your draft, consider three aspects: content, organization, and style. Content refers to what you have said. Organization concerns the way you have arranged the information. Style deals with your choice of words and sentences. As you evaluate each aspect, decide what works and what does not work in your draft (Warriner, 1988: 31).
-------------------------------------------------------------------------------

Guidelines for Evaluating a Draft

Content

· Is the content of the text clear? 

· Do all the ideas help to achieve the main purpose? 

· Do the facts, examples clarify the thesis (framing question)? 

· Is enough information given to understand the topic? Is too much given? Does it all ‘belong’ (relate to the topic)?

· Are unfamiliar terms, abbreviations explained?

· Is material from sources well incorporated? 

· Are quotations well chosen?

Organization (order, transitions)

· Are the chapters and subchapters arranged in the most effective order? Would another pattern work better?

· Are the ideas in subchapters arranged in a clear order? 
· Does each paragraph follow logically from the one before it?
· Do the ideas flow smoothly from one sentence to the next? Are they joined by connecting words and phrases?

Style (word choice, sentence structure, tone)

· Does the text contain precise, specific words? 

· Is the vocabulary varied?

· Is the text syntactically dense? Do the sentences begin in different ways and follow different patterns?

· Is the tone suitable for the purpose (serious, formal)? 

-------------------------------------------------------------------------------

When you evaluate, try these techniques: (1) set your draft aside for a while so that you can come back to it with the fresh eye of a reader, (2) read the draft several times, considering just one aspect each time, (3) try to pull back from what you have written, reading it as if you had never seen the paper before, (4) read your draft aloud to hear any awkward language, (5) ask your advisor to read the draft and comment on its strengths and weaknesses (Warriner, 1988: 31).
Once you have identified problems, you move around words, phrases, and ideas, you revise your draft, or make changes to improve its content, organization, and style. 
You can usually improve your draft with a combination of four techniques: (1) add words, sentences that will make the meaning clearer, (2) cut, or remove words, sentences that are unnecessary, (3) reorder, or rearrange words, phrases, sentences, or ideas so that the flow of words is logical and easy to follow, (4) replace the words that do not work with wording (Warriner, 1988: 34).
-------------------------------------------------------------------------------

Guidelines for Revising a Draft

Content
· The content is not clear or information is missing. – Add details that make the message clear; add missing details, examples. 

· Some ideas are not related to the topic. – Remove "padding" and related ideas. Remove comments that do not fit.

· Some terms are too complex for the readers. – Add definitions or explanations of unfamiliar terms.

Organization

· It is hard to follow the ideas. – Rearrange the sentences to make the order of ideas clear. 

· The ideas do not flow smoothly. – Add connecting words.

Style

· Some words are not clear or overused. – Replace these words with more exact words.

· The text is not syntactically dense. – Combine choppy sentences. Split rambling sentences. 

· The tone is not suitable for the purpose. Some wording seems very informal. – Remove light informal expressions, slang, contractions, and replace them with standard formal words.

-------------------------------------------------------------------------------

(d) Proofreading. In the proofreading stage, you carefully reread your revised draft paper. You look for and correct mistakes in grammar, spelling, and punctuation. Such errors can distract the reader from the ideas in your paper.
When you proofread, use the following techniques: (1) set your revised draft aside for a while so that it is easier to find mistakes, (2) if you made any revisions, recopy the draft before you proofread, (3) cover with blank paper all lines except the one you are reading to help you concentrate, (4) check all doubtful spellings, points of grammar, and punctuation (Warriner, 1988: 37).

The chart below shows common proofreading symbols. You can save time by learning to use these marks (Warriner, 1988: 38).

Proofreading Symbols

          Symbol      Example                                 Meaning of symbol
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Leave out and close up.
Close up space.
Change the order of letters.

Teansfer the circled words
{Write r. in.nearby margin.)
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Add a hyphen.
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Keep the crossed-out material.
{Write Stet in nearby margin.)




(e) Making the final copy. The last step is to prepare a clean correct final copy of your revised and proofread draft. Write your final copy in correct manuscript form. Unless you are given other directions, follow these standard conventions.
(1) On the title page (first page) supply the following information: the name of the educational establishment, the specific department dealing with your field of research, the title of your paper, your name, the name of your advisor, the date of the manuscript. 

Write the title in the centre and use capital letters for the first letter of important words or for all words. The titles of research papers require neither quotation marks nor italics.

------------------------------------------------------------------------------

Ministry of Education and Science of Ukraine

Lviv Ivan Franko National University

      The English Department
THE VERBAL CATEGORY OF VOICE: 

ITS REPRESENTATION AND REALIZATION 

IN MODERN ENGLISH

Graduation paper 

presented by Viktoriya Svitych,
a fifth-year student





of the English department

Supervised by 

O.I. Fedorenko, 

Associate Professor

of the English department

L’viv – 2008

------------------------------------------------------------------------------

(2) On the second page supply the table of contents.

------------------------------------------------------------------------------

CONTENTS

Introduction ………………………………………………………………3

Chapter 1.    The Verbal Category of Voice in Modern English ……7

1.1. Representation of the verbal category of voice: 

the active and the passive voice ………………….7
1.2. Realization of the verbal category of voice: 

the use of the active and the passive voice …....14
Chapter 2.     Problems Posed by the Verbal Category of Voice 

in English Grammar ……………….…………......20

2.1. The problem of medial voices ……………………...…20
2.2. The problem of actional and statal passive ……...….24

2.3. The problem of get-passive ………………………...…28
Chapter 3.    Restrictions on the Use of the Passive Voice ……....32

3.1. Restrictions on the use of direct, indirect, 

and prepositional passive ……………………......32
3.2. Restrictions on the use of passive forms 

in fixed verbo-nominal collocations …………......38
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------------------------------------------------------------------------------

(3) Start the Introduction, each Chapter, Conclusion, References and Summary sections on a separate sheet of paper.
------------------------------------------------------------------------------

Chapter 2
PROBLEMS POSED BY THE CATEGORY OF VOICE
IN ENGLISH GRAMMAR
2.1. The problem of medial voices
One of the most controversial points in connection with the voice identification in English is the problem of “medial” voices – the functioning of the voice forms in other than the passive or active meanings [4, 180].

(from the graduation paper The Verbal Category of Voice: Its Representation and Realization in Modern English, presented by Viktoriya Svitych, a fifth-year student; Lviv, 2008)
------------------------------------------------------------------------------

Each chapter may begin with a brief abstract (summary), i.e., a brief statement of its main points.  

-------------------------------------------------------------------------------

Chapter 1
Contrastive Analysis as a Method of Comparative 

Study of Languages
Contrastive analysis is one of the methods of comparative study of languages. Its importance for a linguistic science has become especially evident within several last decades when a considerable amount of research work in contrastive linguistics has been done. This chapter provides a brief overview of the most important studies and developments in this field as well as demonstrates theoretical background and practical use of this method.
1.1. Contrastive analysis and contrastive linguistics
Contrastive analysis belongs to the sphere of competence of contrastive linguistics. The main task of this linguistic discipline is to find out similarities and differences in the compared languages at all levels of their structure. The object of study can be both philogenically related and non-related languages which are predominantly examined on a synchronic level without reference to their origins (Sukhorolska, Fedorenko, 2006: 32).

(from the graduation paper Contrastive Analysis of Situational Verbal Units in English and Ukrainian, presented by Oksana Bodak, a fifth-year student; Lviv, 2008)

-------------------------------------------------------------------------------

(4) Manuscripts should be printed or typed on standard-size white paper. Print or type only on one side of each sheet.
(5) Do not type the text without leaving a space between the lines. The text should be double-spaced using the 1.5. interval.
(6) Use Times New Roman 14 typeface.
(7) On each page, leave margins of 2 cm at the top and bottom, 2.5 cm and 1.5 cm at the sides. Word-processing programs will automatically establish even and consistent margins.
(8) Indent the first line of each paragraph. Do not skip extra lines before beginning a new paragraph.
(9) Pages must be numbered starting from page 3, preferably in the upper right-hand corner (or in the center) and far enough from the edge (about 1 cm down from the top). The title page and the contents page are left unnumbered.
(10) Word processing makes available several features that are not available on the conventional typewriter – italics, boldface, various typefaces, etc. It makes sense to use these capabilities to make the manuscript as attractive and readable as possible.

(11) Have the paper bound. Photocopy the paper before handing it in. Make a backup of any work you do on the computer.

Submission of the paper is the last formal requirement for students before the defence. By the final deadline, the student must submit a complete copy of the research paper to the appropriate body within the accepting institution (e.g., to the head of the student’s department), along with the appropriate forms, bearing the signatures of the supervisor and the examiner(s).


Failure to submit the paper by the deadline may result in graduation (and granting of the degree) being delayed.

2.3. Composition of the research paper

A research paper has the following parts: (a) Introduction, (b) body, (c) Conclusion, (d) References, (e) Summary (optional), and (f) Appendix (optional). The course paper is be​tween 25 and 30 pages long, not counting the appendix. The graduation paper is 50 pages long, not counting the appendix.

(a) Introduction. The Introduction is responsible for the first impression the paper produces. It should clearly establish the topic and purpose of the paper, its thesis or framing question. It covers up to 5 pages. Introductions in research papers tend to follow a certain pattern of organization of their content.
(1) Establishing the research field: defining the subject matter of the paper; showing that the general research field (area) is important, central, interesting, novel, problematic, or relevant.

------------------------------------------------------------------------------

The paper considers/ discusses/ presents/ concerns/ is concerned with/ deals with/ reports/ gives a description of/ an account of/ a review of … 

A central issue in the paper is ...
In recent years, scholars have become increasingly interested in ...  

Recently, there has been an increase of interest in …  
The problem of … has been a subject of special interest/ has attracted much attention. Investigations have been mainly concerned with … 

Over the last decade, interest in … has considerably increased. Many recent studies have focused on ...
The issue of ... has been extensively studied in recent years. Studies have been concentrated on …

The reason for the interest in … is quite clear. This problem is directly related to … Therefore it is important to know why …

The interest in … has been due to the fact that …/ to the necessity to determine …/ to the lack of understanding of …

------------------------------------------------------------------------------

(2) Summarizing previous research: reviewing previous research in the field acknowledging various points of view.

------------------------------------------------------------------------------

The problem of ... has been explored by many researchers. 

The studies of … were initiated/ pioneered by … 

John Smith was the first to observe … / pioneered in … 

The first studies of … were made in the early (middle, late) 19th century/ as early as the 1960s/ as far back as the 1960s/ ten years ago/ in the 1960’s/ in 1995. 

The first studies were followed by …

------------------------------------------------------------------------------

(3) Preparing for present research (establishing a niche in research): indicating gaps, weaknesses, or unsolved issues in previous research; counter-claiming; raising a question; continuing an established tradition; following up one's own research.
------------------------------------------------------------------------------

In spite of the long history of studies, the basic properties of … still remain poorly understood.

None of these studies/ data/ results/ findings provide the evidence for ... It remains unclear whether …
Although considerable amount of research has been devoted to ... , few attempts have been made to investigate ...
However, few investigations have focused on .../ little research has been undertaken to study the problem of …/ little is known about ... / little attention has been paid to ...

It would be thus of interest to study/ learn/ investigate ...
------------------------------------------------------------------------------

(4) Introducing the present research (occupying the niche): outlining the purpose of the paper, tasks to be solved, the object of research, the subject of research, materials used in the study, methods of research, topicality, novelty, theoretical value, practical (applied) value, approbation of the findings, thesis to be proved, the structure of the paper.

The purpose of the research paper is something that your efforts are intended to attain or accomplish; aim, objective, goal.

------------------------------------------------------------------------------

The objective of the paper is to review recent work on / to examine/ to present the preliminary results of/ to report on/ to develop a new model ... 

It is the purpose of the present investigation to study …

This study sets out to identify ... 

Using the described approach, this study explores …

------------------------------------------------------------------------------

To accomplish the purpose and bring about the intended result, a number of specific tasks have to be solved. 

The subject of the study is that which forms a basic matter of the investigation (concepts, topics, questions, or problems, e.g., synonymy, the category of voice).

The object is the concrete unit or phenomenon which is the target of the investigation (e.g., synonyms, active and passive verb forms). When defining the object of research, you should also define your sample and its characteristics: the size of the sample, how the sample was collected (data collection techniques)
Materials used in the study provide empirical data for the investigation (e.g., dictionaries, fiction, newspapers). 

Methods of analysis define the manner of research. You should give enough information on the research methods so that others can follow your procedure and can replicate it.

Topicality lies in dealing with the subject of current interest. It also depends on the rate of occurrence of the unit (phenomenon) under study. The more frequent or typical the unit (phenomenon) is, the greater is the topicality of the paper. 

Novelty implies avoiding worn-out approaches to the topic. It may have different aspects: overcoming difficulties encountered in previous studies, specifying some central notions in the light of new data, improving methods of enquiry, etc.

Theoretical value suggests that the findings contribute to the development of theory and add to our knowledge of the subject. 
Practical (applied) value shows that the subject dealt with in the paper has clear applications to day-to-day activities.

Approbation of results entails reporting research findings at students’ conferences, seminars, in publications, etc. 

A thesis (position statement) is a sentence (or several sentences) that contains the proposition put forward to be discussed and defended in the paper. It reflects the purpose the paper serves. 

------------------------------------------------------------------------------

In this paper, it is argued that … 

The thesis (position statement) is that …

------------------------------------------------------------------------------

The introduction of a survey-type paper leads up to a framing question rather than a thesis.

Outlining the structure of the research paper entails a brief description of the contents of each major chapter.

------------------------------------------------------------------------------

The graduation paper consists of an Introduction, three Chapters, Conclusion, Summary, list of References, and Appendix.

Chapter 1 is devoted to …

Chapter 2 deals with …

Chapter 3 is concerned with …

------------------------------------------------------------------------------

(b) Body. The body is the longest part of the paper. In it you develop the main headings and subheadings shown in the outline. It gives most of the specific information about the topic.
A research paper usually contains two or three chapters which must be proportional as to the number of pages.

The first chapter usually elaborates theoretical issues: defines the topic of the paper, gives definitions and descriptions of the leading terms, supplies historical background (review of earlier work) and a discussion of the present state of research.

The ‘review of the literature’ provides necessary information on the background against which a new investigation makes sense. It is a guarantee that the investigator is taking up a research theme where others have left off and that s/he does not, in ignorance of previous research, merely go over familiar ground (Stern, 1997: 62).

The last chapter presents the student’s individual study of the subject. This chapter defines the particular problem to be researched, presents the hypothesis (main idea) and the findings. Data analysis should be described and discussed explicitly. The methodology should be stated so clearly that it is replicable.

(c) Conclusion. The Conclusion section summarizes data or information obtained in the course of study. It covers up to 5 pages. Conclusions in research papers tend to follow a certain pattern of organization of their content.
(1) Summary of the results: pointing out what has been shown, found, or observed as a result of (or during) the investigation. 

In analytical and argumentative papers, summary of the results starts with a short introduction to give general information on the paper. Then follow the principal findings. 

------------------------------------------------------------------------------

The general purpose of the paper was to check earlier observations on … and to obtain new information. 

This paper focused on/ investigated/ explored ... 

The study has shown/ established/ revealed/ demonstrated that …

Three main types of … have been observed. They are shown in the diagram (table, graph) below. It also has been found that …

Perhaps, the most important and impressive finding of the study is ...  Also of interest is ...

------------------------------------------------------------------------------

In survey-type research papers, most conclusions begin with a brief but specific summary of the paper and then present a general observation about the topic.

(2) Implications: explaining what the results indicate, or seem to indicate; reaffirming the thesis; stating a possible theoretical and/or practical significance of the study.

------------------------------------------------------------------------------

The obtained results show/ indicate/ suggest/ confirm that …

According to the results of the study, …

As can be seen from the data, ... / As shown by the data, ...
The results may be important for the understanding of/ add greatly to our knowledge of/ give a clue (key) to the understanding of …

The results give impetus to / have an influence on/ give rise to/ lead up to/ lay the foundation for/ stimulate interest in/ revive interest in … 

The results are promising/ encouraging as to …  

The results may become significant for / may be applicable to … 

------------------------------------------------------------------------------

 (3) Interpretation of the results: outlining some points of agreement or/and disagreement between the results and earlier data by other researchers; outlining the relationship to the research problem and hypotheses; explanation of unsatisfactory results; discussion of limitations of data collection and/or analysis.

------------------------------------------------------------------------------

The results agree well with/ fit rather well with/ are the same as/ are similar to/ confirm/ support … the findings of previous studies.

The obtained results are in general agreement with observations reported by several authors, except for some minor details.

The results disagree with/ are inconsistent with/ differ from/ contradict/ refute/ question/ undermine other findings/ previous research.

There is some evidence in the data to support our hypothesis, which proposed that ...  / The quantitative data support the initial hypothesis. 

Although the data shows support for... , mention should be made of some of the limitations of this study. 

The findings need to be treated with certain caution, since ...

The errors may be due to ... / could be explained by ... 

The inconsistency of data is probably a consequence of ... 

This particular result may be attributed to the influence of ... 

------------------------------------------------------------------------------

(4) Possible further research in the area: commenting on the unsolved aspects of the subject under study. 

As a result of the investigation, some aspects of a given problem have become clear, well understood, others still remain obscure, poorly understood, unsolved, and require further study.

------------------------------------------------------------------------------

Nevertheless, the problems associated with … are far from being solved and require further theoretical and experimental efforts.
The results have failed to explain ... 

We are not yet in a position to offer explanations for ...

The question remains as to ...
Further research is needed to verify/ determine ... 

We advocate further research on …

------------------------------------------------------------------------------

(d) References. The list of references at the end of the paper is usually entitled References, Bibliography, or Works Cited. It includes the works cited in the paper (and only those you have cited). Reference list in a course paper comprises 10-20 sources; in a graduation paper – at least 20; in a thesis – at least 200. The sources are arranged alphabetically by author's last name. If no author is given for a source, it is alphabetized by the first word in the title. 

A list of references usually includes the following information: (1) author: of the book or article (author's last name and initials), (2) title: of the book or of the ar​ticle and the periodical in which it appears (the title must appear in complete form, including subtitles), (3) necessary additions: edition number, volume number, issue number, name of the series, names of editors, compilers, or translators, (4) facts of publication: city of publication, publishing company, and the date of publication (listed on the title page or on the copy-right page printed on the back of the title page), (5) page numbers: the total number of pages in a book or the page numbers of the article (or material that forms a part of a larger work). 

Referencing formats may be different. Below are examples of referencing formats in English-speaking countries and in Ukraine. 

(1) Referencing format in English-speaking countries. The most frequently used forms for works cited entries are the style of the American Psychological Association (the APA style) and the style of the Modern Language Association (the MLA style).

Books. APA style: author’s last name and the first name (or initials), publication date (in parentheses or not), title (in italics, often capitalized), place of publication, publisher. 

MLA style: author’s last name and the first name (or initials), title, place of publication, publishing company, publication date.

------------------------------------------------------------------------------

APA style

Fairclough, N. (1989). Language and Power. London: Longman.

Aitchison, Jean 1991. Language Change: Progress or Decay? 2nd 

ed. New York: Cambridge University Press.

MLA style

Aitchison, Jean. Language Change: Progress or Decay? 2nd ed.

New York: Cambridge University Press, 1991.

------------------------------------------------------------------------------

Papers in volumes. APA style: author’s last name and the first name (or initials), publication date (in parenthesis or not), title of the paper, editor’s first and last name, title of the volume (in italics, often capitalized), place of publication, publisher, page numbers.

MLA style: author’s last name and the first name (or initials), title of the paper (in quotation marks), title of the volume (in italics), editor’s first and last name, place of publication, publisher, publication date, page numbers.  

------------------------------------------------------------------------------

APA style

Taylor, T. (1990). Normativity and linguistic form. In T. Taylor and 

H.G. Davis (eds.) Redefining Linguistics. London: 

Routledge. 118-148.

MLA style

Taylor, T. “Normativity and linguistic form.” Redefining Linguistics.
Eds. T. Taylor and H.G. Davis. London: Routledge, 1990.

118-148. 

------------------------------------------------------------------------------

Papers (articles) in journals. APA style: author’s last name and the first name (or initials), publication date (in parentheses or not), title of the paper (not capitalized), name of the journal (in italics, capitalized), volume number (without the abbreviation vol.), issue number, page numbers (without a page abbreviation). 

MLA style: author’s last name and the first name (or initials), title of the paper (capitalized, in quotation marks), title of the journal (in italics, capitalized), volume number (without the abbreviation vol.), the year of publication (in parentheses), page numbers (without a page abbreviation).

------------------------------------------------------------------------------

APA style

Tiersma, P. 1993. Linguistic issues in law. Language, 69, 113-137.

MLA style

Tiresma, P. “Linguistic Issues in Law.” Language 69 (1993): 113-

137.

------------------------------------------------------------------------------

Internet sources are cited by the title or the name(s) of the person(s) chiefly responsible for the work. The date assigned to the Web cite (if available) and access date are included.

------------------------------------------------------------------------------

APA style

Metalanguage (2008). In Merriam-Webster Online Dictionary.


Retrieved May 10, 2008, from http://www.merriam-webster. 

com/dictionary/metalanguage

MLA style

“Metalanguage.” Merriam-Webster Online Dictionary 2008. 

Merriam-Webster Online. 10 May 2008

http://www.merriam-webster.com/dictionary/metalanguage

------------------------------------------------------------------------------

(2) Referencing format in Ukraine. The most frequently used form for works cited entries in Ukraine is the so-called bibliographic standard. On the 1st of June 2007, a new national standard of bibliographic description was adopted in Ukraine. The underlying reason for innovation is the necessity to follow the basic principles of International Standard Bibliographic Description (ISBD). 

Books: author’s last name and initials (often in italics), title, name of the person intellectually responsible for the work (first name/ initials first) (it usually coincides with the author), place of publication, publisher, publication date, number of pages.

------------------------------------------------------------------------------

Napoli D.J. Linguistics. – Oxford: Oxford UP, 1996. – 580 p.
Croft W., Cruse D.A. Cognitive Linguistics. – Cambridge: 

Cambridge UP, 2004. – 372 p. 

Булатецька Л.І. Теорія і теоретизація у лінгвістиці: Навч. 

посіб. – Вінниця: Нова книга, 2004. – 168 c.
New standard of bibliographic description

one author

Napoli D.J. Linguistics / D.J. Napoli. – Oxford: Oxford UP, 1996. – 

580 p.
Korunets’ I.V. Contrastive Typology of the English and Ukrainian 

Languages / I.V. Korunets’. – [2nd ed.]. – Vinnytsia: Nova

Knyha Publishers, 2003. – 464 p.
Булатецька Л.І. Теорія і теоретизація у лінгвістиці: навч. посіб. / 
Л.І. Булатецька. – Вінниця: Нова книга, 2004. – 168 c.

Зацний Ю.А. Розвиток словникового складу сучасної англійської
мови / Ю.А. Зацний. – Запоріжжя: Вид-во Запорізького
держ. ун-ту, 1998. – 430 с.
two or three authors

Croft W. Cognitive Linguistics / W. Croft, D.A. Cruse. – Cambridge: 

Cambridge UP, 2004. – 372 p. – (Cambridge Textbooks of 

Linguistics). 

four or more authors

Linguistics: An Introduction to Language and Communication / 

A. Akmajian, R. A. DeMers, A. K. Farmer, R. Harnish. – 

Cambridge, Mass.: MIT Press, 2001. – 604 p.

------------------------------------------------------------------------------

Works by one author are listed before those of joint authorship of the same author.

Several works by one author are listed by the year of publication so that the earlier dated work appears first.

If two or more works by the same author appear in the same year, they are labeled in sequence with letters in alphabetical order (a, b, c, etc.) after the year.

Edited books: title, editor’s last name and initials, place of publication, publisher, publication date, number of pages.
------------------------------------------------------------------------------

Collins COBUILD English Grammar / Ed. by J.M. Sinclair. – London:

Harper Collins, 1990. – 590 p.

Проблеми типологічної та квантитативної лексикології: Зб. 

наук. праць / Наук. ред. В. Каліущенко та ін. – Чернівці: 
Рута, 2007. – 310 с. 

New standard of bibliographic description

Collins COBUILD English Grammar / [ed. by J.M. Sinclair]. – London:

Harper Collins, 1990. – 590 p.


Проблеми типологічної та квантитативної лексикології: [зб. наук. 

праць / наук. ред. В. Каліущенко та ін.]. – Чернівці: 
Рута, 2007. – 310 с. 

------------------------------------------------------------------------------

Papers in volumes: author’s last name and initials, title of the paper, name of the person responsible for the work (first name/ initials first), title of the volume, editor’s last name and initials, place of publication, publisher, publication date, page numbers.

------------------------------------------------------------------------------

Sinclair J.M. Collocation // Language Topics / Ed. by R. Steele 

and T. Threadgold. – Amsterdam: Benjamins, 1988. – 

P. 321-334. 

Зорівчак Р.П. До методології вивчення фразеологічних 
одиниць у контрастивних дослідженнях // Нариси з 
контрастивної лінгвістики. Зб. наук. праць / Відп. ред.
Ю.О. Жлуктенко. – К.: Наукова думка, 1979. – С. 59-65.

New standard of bibliographic description

Sinclair J.M. Collocation / J.M. Sinclair // Language Topics / [ed. by 

R. Steele and T. Threadgold]. – Amsterdam: Benjamins, 

1988. – P. 321-334. 

Зорівчак Р.П. До методології вивчення фразеологічних 
одиниць у контрастивних дослідженнях / Р.П. Зорівчак // 
Нариси з контрастивної лінгвістики: [зб. наук. праць / 
відп. ред. Ю.О. Жлуктенко]. – К.: Наукова думка, 1979. – 
С. 59-65.
------------------------------------------------------------------------------

Papers (articles) in journals: author’s last name and initials, title of the paper, name of the person intellectually responsible for the work (first name/ initials first), name of the journal, publication date, volume number, issue number, page numbers. 

------------------------------------------------------------------------------

Owen Ch. Corpus-based grammar and the Heineken effect: lexico-

grammatical description for language learners // Applied 

Linguistics. – 1993. – Vol. 14. – No 2. – P. 169-186. 

Сухорольська С.М. Дериваційна і семантична характеристика 
іменних компонентів стійких дієслівно-субстантивних
 сполучень // Іноземна філологія. – 1992. – Вип. 104. –
С. 3-9.
New standard of bibliographic description

Owen Ch. Corpus-based grammar and the Heineken effect: lexico-

grammatical description for language learners / 

Charles Owen // Applied Linguistics. – 1993. – Vol. 14. – 

No 2. – P. 169-186.

Сухорольська С.М. Дериваційна і семантична характеристика 
іменних компонентів стійких дієслівно-субстантивних
 сполучень / С.М. Сухорольська // Іноземна філологія. – 1992. – Вип. 104. – С. 3-9.
------------------------------------------------------------------------------

Papers (articles) in collections: author’s last name and initials, title of the paper, name of the person responsible for the work (first name/ initials first), name of the collection, place of publication, publisher, publication date, volume number, page numbers. 

------------------------------------------------------------------------------

Сухорольська С.М., Федоренко О.І. Аспекти зіставного вивчення 
сталих дієслівно-субстантивних словосполучень 
англійської та української мов // Проблеми зіставної 
семантики. Зб. наук. ст. – К.: КДЛУ, 2001. – Вип. 5. – 
С. 270-274.

New standard of bibliographic description

Сухорольська С.М. Аспекти зіставного вивчення сталих
 
дієслівно-субстантивних словосполучень англійської та 
української мов / С.М. Сухорольська, О.І. Федоренко // 
Проблеми зіставної cемантики: зб. наук. ст. – К.: КДЛУ, 
2001. – Вип. 5. – С. 270-274.

------------------------------------------------------------------------------

Thesis abstracts (thesis defence brochures): author’s last name and initials, title, specialty code and name, name of the person intellectually responsible for the work (first name/ initials first), place of publication, publication date, page numbers.
------------------------------------------------------------------------------

Петрик Т.В. Синтагматика та парадигматика ергативних дієслів 
у сучасній англійській мові: Автореф. дис. ... канд. 
філол. наук: 10.02.04 / Львівський нац. ун-тет імені 
Івана Франка. – Львів, 2001. – 24 с.
New standard of bibliographic description

Петрик Т.В. Синтагматика та парадигматика ергативних дієслів 
у сучасній англійській мові: автореф. дис. на здобуття 

наук. ступеня канд. філол. наук: спец. 10.02.04 

“Германські мови” / Т.В. Петрик. – Львів, 2001. – 24 с.
------------------------------------------------------------------------------

Translations: author’s last name and initials, title, name of the person intellectually responsible for the work (first name/ initials first), source language, translator’s last name and initials, place of publication, publisher, publication date, number of pages.

------------------------------------------------------------------------------

Бутман Н. Як примусити покохати себе за 90 хвилин і 
назавжди / Пер. з англ. У. Потятиник. – Харків: 
Книжковий клуб сімейного дозвілля, 2007. – 254 с.

New standard of bibliographic description

Бутман Н. Як примусити покохати себе за 90 хвилин і 
назавжди / Н. Бутман; [пер. з англ. У. Потятиник]. – 

Харків: Книжковий клуб сімейного дозвілля, 2007. – 

254 с.
------------------------------------------------------------------------------

Dictionaries: title, editor’s last name and initials, place of publication, publisher, publication date, number of pages.

------------------------------------------------------------------------------

Collins COBUILD English Words in Use. A Dictionary of 

Collocations / Ed. by J.M. Sinclair. – London: Longman, 

1991. – 1052 p.

New standard of bibliographic description

Collins COBUILD English Words in Use. A Dictionary of 

Collocations / [ed. by  J.M. Sinclair]. – London: Longman, 

1991. – 1052 p.

Українсько-німецький тематичний словник / [уклад. Н. Яцко та 
ін.]. – К.: Карпенко, 2007. – 219 с. 

------------------------------------------------------------------------------

Internet sources and works on CD-ROM are cited by the title or the name(s) of the person(s) responsible for the work. 
------------------------------------------------------------------------------

New standard of bibliographic description

Stubbe M. “Just do it …!” Discourse strategies for ‘getting the 

message across’ in a factory production team [Electronic 

resource] / Maria Stubbe // Conference of the Australian 

Linguistic Society, September 26-28, 1999: Proceedings. – 

Mode of access: http://www.linguistics.uwa.edu.au/ 

research/als99/ proceedings. – [Last access: 2008, June 

22]. – Title from the screen.

Зорівчак Р.П. Український художній переклад як націотворчий

 
чинник [Електронний ресурс] / Р.П. Зорівчак // Вісник 

Львівського університету. Серія іноземні мови. – 2005. – 

Вип. 12. – С. 8-23. – Режим доступу: www.franko.lviv.ua/ 

faculty/inomov.new/ukrainian publications.htm. – [Цит. 
2008, 22 червня]. – Назва з екрану.   

Савчин В.Р. Новаторство Миколи Лукаша в історії українського 

художнього перекладу [Електронний ресурс]: автореф. 

дис. ... канд. філол. наук: спец. 10.02.16 

“Перекладознавство” / В.Р. Савчин. – Електрон. дан. (1 

файл). – К., 2006. – 20 с. – Режим доступу: www.lib.ua-
ru.net/inode/4755.html. – Назва з екрану. 

Caron B. Proceedings of the 25th International Congress of

Linguists. Paris, 20-25 July 1997 [Electronic resource] / 

B. Caron. – Oxford: Pergamon, 1998. – 1 CD-ROM; 

12 cm. – System demands: Pentium-266; 32 Mb RAM; 

Windows 98/2000/NT/XP. – Title from the screen.  

Лексикон сучасної лінгвістики [Електронний ресурс]. – К.: CD 

вид-во “Інфодиск”, 2004. – 1 електрон. опт. диск (CD 

ROM): кольор.; 12 см. – Систем. вимоги: Pentium-266; 32 Mb RAM; CD ROM Windows 98/2000/ NT/XP. – Назва 

з контейнера.
------------------------------------------------------------------------------

If the paper is written in English, sources in Latin alphabet (English, German, French, etc.) appear first. Then follow sources in Cyrillic alphabet (Ukrainian, Russian, etc.).

Separate lists are made for internet sources, dictionaries, and sources of examples submitted to analysis (fiction, newspapers). (The list of references contains the subsections: Internet Sources, Dictionaries, Sources of Examples.) 

(e) Summary. The Summary section is entitled Summary or Resumé. It summarizes the main content and reassesses the major points presented in the paper in a different language.

Summary provides a description of the organization of the paper and the main themes and content of each structural part. 

------------------------------------------------------------------------------

SUMMARY
Дипломна робота присвячена дослідженню ...

Актуальність дослідження зумовлено ... 

Наукова новизна роботи полягає у тому, що ... 

Робота складається із вступу, двох основних розділів, висновків, списку використаних джерел, розширеної анотації (резюме) та додатку. 

Перший розділ присвячено ...


У другому розділі розглянуто ... Також досліджено ... 

У результаті проведеного дослідження доведено, що ...

Теоретичне значення роботи у тому, що ...

Практична цінність роботи у тому, що ...

Додаток містить ...

------------------------------------------------------------------------------

(f) Appendix (pl. appendices). Appendices are compilations of supplementary material added to the research paper. They are usually included when related materials – tables, charts, graphs, or illustrations – cannot be incorporated in the paper itself. Appendices usually include important data, explanatory and illustrative materials. 

Appendices are placed after the list of references (or summary). Their number of pages is not limited.
If there are several appendices, they are appropriately enumerated, e.g., Appendix 1, Appendix 2, etc., or labeled with letters, e.g., Appendix A, Appendix B, etc.

2.4. Linguistic features of the research paper. The language of science

A research paper has its specific linguistic features with which researchers have to be familiar if they are to produce a convincing text in the appropriate field. 

The language of science is governed by the aim of the functional style of scientific prose, which is ‘to prove a hypothesis, to create new concepts, to disclose the internal laws of existence, development, or relations between different phenomena’ (Galperin, 1971: 319). The language of scientific writing, therefore, is objective, precise, unemotional, impersonal, i.e., devoid of any individuality.

In fiction, unstable and unpredictable texts are often valued. Readers appreciate texts for variability in style and the complexity of narrative. In comparison with fiction, the seemingly predictable texts of science may seem to be dull, unimaginative, or poorly written. On the other hand, scientists sometimes criticize writing in literature as “mere word play.” They say, “This work is not rigorous.” (Johns, 1997: 45), emphasizing the exactness of academic prose. 

Consider the fol​lowing examples from biology (a), advanced chemistry (b), and linguistics (c) (Quirk, Stein, 1990: 206-209).
------------------------------------------------------------------------------

(a) Within the Litopterna, the affinities of the Colombian species clearly lie within the Proterotheriidae. Macrauchenioid specializations of the dentition (including a strongly-developed M3 hypocone; columnar metaconid and entoconid on the lower molars) are lacking. Conversely, numerous proterothere synapomorphies are present: P3 molarized, with subequal and widely spaced paracone and metacone; P3 molarized, with crescentic talonid loph; protocone and hypocone of upper molars strongly joined by lingual crest (Citelli, 1983a), and upper molar metaconule detached from adjacent cusps. Further evidence for proterothere affinities lies in the skeleton. The astragalus is distinctly specialized over the protolipternid condition, with complete reduction of the fibular shelf, hyperdevelopment of the inferior face of the tibial trochlea, deepening and reorienting of the ectal facet, and modification of the head into a more cylindrical shape.
(b) The dianion derived from the keto ester (3) was alkylated in tetrahydrofuran (THF) at -60°C by the slow addition of the t-butyldimethyisilyl ether of 3-iodopropanol (1 equiv.). The esters (4) were isolated as a mixture of diastereoisomers in 75% yield: these isomers and subsequent isomers were not separated since they were eventually converted into one racemate in the radical cyclisation step. Treatment of the esters (4) with sodium hydride in toluene followed by the dropwise addition of 1.3-dibromo-2-methyIprop-2-ene gave an alkylated product which was converted into the ketones (5) by treatment with lithium iodide in lutidine [885 from (3)]. Protodesilylation of (5) with aqueous HF in acetonitrile followed by pyridinium chlorochromate (PCC) oxidation in dichloromethane gave the aldehyde (6) in 64% yield for the two steps.

(c) If we grant that natural-language sentences systematically under-determine their truth-theoretic content, this being partly fixed by contextual parameters, but if further we require that some account be given of how the output strings of a grammar contribute to determining their truth-theoretic content, then we have to specify the input that they provide to this process. And this in itself is an individuation of intrinsic linguistic content for an expression which is not its reference, nor its existence, nor a truth-value. From this it follows that an articulation of truth-theoretic content for sentences modulo the contribution of contextual parameters has to assume a concept of linguistic meaning – it is that which contributes to reference and extension assignment, disambiguation, etc.
------------------------------------------------------------------------------

Specific vocabulary features of scientific prose: 
(1) An extensive use of terms specific to each given branch of science (heavy load of terminology and specialized vocabulary). 

(2) Formal, ‘elevated’ equivalents of ordinary language, i.e., words and phrases that are not specifically scientific, but which belong to the language of science (learned words): comprise, convert, extend, infer, propagate, utilize, obviate, negligible, conclusive, divergent, etc. They are partly responsible for the slightly fossilized appearance of the typical scientific statement. 

(3) Words in scientific prose tend to be used in their direct referential meanings, e.g., the word fox will be used in its direct meaning of ‘a wild animal’, and will not be found, in contrast to belles-lettres style, in the secondary meaning of ‘a cunning person’. 

(4) Lack of emotional words (marvelous, wonderful, perfect, magnificent, brilliant, monstrous, disgusting) and stylistic devices (metaphors, similes, etc.) which aim at rousing aesthetic feelings.

However emotiveness is not entirely or categorically excluded from scientific prose. There may be hypotheses, statements, and conclusions which, being backed up by strong belief, therefore call for the use of some emotionally-coloured words.

(5) Clichés (standard or stereotyped phrases), collocations, which ensure conventionality of expression: give rise, shed light, lay emphasis, have implications, provide clues, corroborate the theory, preliminary results, hotly debated issue, favourable solution, fargoing possibilities, from above mentioned, etc. 

(6) Latin abbreviations and expressions: 

------------------------------------------------------------------------------

cf. – confer (compare); 

e.g. – exempli gratia (for example); 

etc. – et cetera (and so on); 

ibid. – ibidem (the same as the previous reference); 

i.e. – id est (that is to say); 

N.B. – nota bene (take note); 

viz. – videlicet (namely); 

vs. – versus (against); 

a posteriori – reasoning based on past experience; 

a priori – reasoning that precedes experience; 

ab initio (ab ovo) – from the beginning; 

ad hoc – arranged for a particular purpose; 

ad infinitum – without limit, forever; 

de facto – existing by fact; 

in vitro – experiment conducted in a glass; 

in vivo – experiments conducted on living organisms; 

ipso facto – by that very fact; 

per se – something considered alone, by itself; 

post factum – after something has happened; 

pro rata – in proportion, according to a certain rate.

------------------------------------------------------------------------------

Grammatical features of scientific writing:

(1) The passive voice is frequently used in all scientific writing because the emphasis in science is usually on the action, not on the person performing the action. Scientific experiments are generally described in the passive voice: Then acid was taken, instead of I (we) then took acid. Impersonality of scientific writing is mainly revealed in the frequent use of passive constructions.

Impersonal passive constructions are frequently used with the verbs suppose, assume, presume, conclude, infer, point out, etc., as in It should be pointed out, It must not be assumed, It must be emphasized, It can be inferred, etc. General knowledge about objects or phenomena is often expressed using It is generally known that, It is generally assumed that … .

(2) Traditionally, academic writing tends to avoid personal pronouns (I or we) and shows preference for impersonal style. It is often written in the third person: The present study aims to discover … The present study conducted a comparison between ... Those experiments sought to investigate ... 

In academic prose, writers appear ‘to remove themselves emotionally and personally from the texts, to hold their texts at arms’ length (metaphorically)’ (Johns, 1997: 58). 

The language of academic texts should create a distance between the writer and the text to give the appearance of objectivity. Academic prose is “author-evacuated” (the first person pronoun is absent and arguments are muted) in contrast with the “author-saturated” prose of many literary works, in which individual voice pervades (Geertz, 1988; Johns, 1997: 58). 
At the same time, there is a tendency now to use an I-perspective in English academic writing, mostly in the humanities (Yakhontova, 2003: 28). The first person (I and we) may indicate the author’s personal involvement with the activity presented in the text. Authors use the first person when claiming personal responsibility for decisions rather than when following standard procedures. The first person plural (we) is used to address the readers by joining in with them, and often by proposing this or that to them. 

(3) The Present Simple and Present Perfect tenses are the most used; very little use is made of any continuous tense.

(4) Modal verbs and constructions are commonly used to indicate the tentative nature of scientific conclusions. 

Writers take a guarded stance, especially when presenting argumentation and results. Hedging through the use of modal verbs (may, might, could, must), modal words (perhaps, probably, possibly, presumably), and other constructions (It is possible (probable) that, It seems (appears) that, It is (un)likely that; There is a strong (definite, slight) possibility that; It is generally agreed, It is widely accepted, It is now generally recognized) is perhaps the most common way to be guarded (Johns, 1997: 60; Yakhontova, 2003: 28-29).

‘Cautious manner of writing involves avoidance of too definite statements or conclusions. The purpose of such a strategy is to be accurate and to protect the author from being criticized for possible errors or invalid claims. Cautious writing also allows for other opinions or points of view’ (Yakhontova, 2003: 28).

(5) Nominalization is a feature of scientific prose because of the problem of information density. Informal language uses more verbs. Academic English uses more nouns and tries to avoid verbs apart from some basic ones like be, have, etc. More operations can be done on nouns than on verbs, e.g., we can count nouns; use adjectives with them, etc.

(6) Sentences range from 7 to 52 words. Long sentences with complicated grammar (coordinate and/or subordinate clauses, predicative complexes) are typical of academic writing.

Syntax of scientific prose is characterized by the use of complete (non-elliptical) sentences, the use of extended complex and compound sentences without omission of conjunctions, as they enable the author to express the relations between the parts more precisely (as different from the asyndetic connection typical of colloquial speech), the use of predicative syntactic constructions with non-finite forms of the verb, the use of extended attributive phrases, often with a number of nouns as attributes to the head-noun, e.g., the germ plasma theory; the time and space relativity theory. 

(7) Clauses have short subjects, with most of the information stated after the verb. Such sentences are much easier to understand.

(8) Typical sentence patterns and constructions, e.g., the postulatory, the argumentative, and the formulative patterns.

A hypothesis, conjecture, or prediction must be based on facts already known, on facts systematized and defined. Therefore every piece of scientific prose will begin with postulatory statements which are taken as self-evident and needing no proof. Reference to these facts is only preliminary to the exposition of the writer’s ideas and is therefore summed up in precisely formulated statements accompanied, if considered necessary, by references to sources. The writer’s own ideas are shaped in formulative patterns, which are enunciation of a doctrine or theory, the result of an investigation, etc. 

(9) Developed and varied system of connectives to ensure the logical sequence of clauses and sentences with clear indication of their interrelations. Syntax is governed by logical reasoning.

Transitional words and phrases are used to connect ideas smoothly. Coordinating and subordinating conjunctions are the most commonly used transitional words, but there are many others.

------------------------------------------------------------------------------

Additions: also, and, besides, equally important, first, further, furthermore, in addition, moreover, next, second, too;

Similarities: also, in the same manner, likewise, similarly;

Differences: although, but, conversely, despite, even though, however, in contrast, in spite of, nevertheless, nonetheless, notwithstanding, on the contrary, on the other hand, otherwise, still, whereas, while, yet;

Examples: for example, for instance, in fact, in this case, specifically, to illustrate; 

Restatements / summaries: finally, in brief, in conclusion, in fact, in other words, in short, in summary, on the whole, overall, that is (i.e.), therefore, to sum up;

Result: accordingly, as a result, consequently, for this reason, hence, so, then, therefore, thereupon, thus; 



Cause: because of, due to, since; 

Chronological relationships: after, afterward, at the same time, before, during, earlier, finally, first, immediately, in the meantime, later, meanwhile, next, second, simultaneously, soon, then, third, when, while;

Location: above, below, farther, here, opposite, there, to the left, to the right, etc.
------------------------------------------------------------------------------

(10) The use of quotations, references, and footnotes (not of the reference kind, but digressive in character). These sometimes occupy as much as half a page. 

Scientific material, although challenging in content, seems easy to read due to its grammatical and discourse structure. There is a number of central features of textual (discourse) structure to present arguments transparently and coherently.

(1) Writers provide “maps” or “signposts” for the readers, telling the readers where they have been in the text and where they are going by using pre-revealing features: (a) enumeration: There are two advantages to be derived from this method; (b) advance labeling: Before discussing the questions further, however, it is necessary to define …; (c) recapitulation of what has been said to introduce a new topic: All the influences on location of industry so far considered have been economic in character (Tadros, 1989: 19).

(2) Most paragraphs begin with a general thematic point, and later sentences elaborate the theme of the next paragraph.

(3) A new element at the end of one sentence is often picked up as a given element at the beginning of the next.

(4) The sentences usually have a cross-reference back to a preceding sentence or clause. This makes it clear that a given topic is still being discussed, and reduces the scope for vagueness.

The style of academic writing is formal. Its main characteristics are the absence of conversational features and the use of an appropriate academic vocabulary. Formal academic English will normally avoid (Yakhontova, 2003: 26-27):

(1) Contractions: The research won’t be continued until appropriate funding is secured. → The research will not be continued until appropriate funding is secured.

(2) Interjections and hesitation fillers (um, well, you know, etc.): Well, we will now consider the influence of sex hormones on stress response. → We will now consider ...

(3) Addressing the reader directly: You can see the data in Table 3. → The data can be seen in Table 3.

(4) Phrasal verbs (although not always): Researchers have found out that … → Researchers have discovered that ...
(5) Direct questions (although not always): What can be done to improve the state of our economy? → We now need to consider what can be done to improve the state of our economy.

(6) Adverbs in initial or final positions: Then it will be shown how teachers can utilize this method. → It will then be shown how teachers can utilize this method. This work relies on previous research heavily. → This work heavily relies on previous research. 

(7) Inappropriate negative forms (not … any → no; not … many → few; not … much → little): The investigation didn’t yield any new results. → The investigation yielded no new results. The book doesn’t raise many important issues. → The book raises few important issues. The government won’t do much to support universities. → The government will do little to support universities.

(8) Short forms of the words, slang, and regionalisms: This booklet describes the requirements and content of the university graduation exams. → This booklet describes the requirements and content of the university graduation examinations.

(9) Figures at the beginning of the sentence: 97 people visited the museum last week. → Ninety-seven people visited the museum last week. Last week 97 people visited the museum.  

There are some new tendencies in academic English. Knowledge of them is especially important for those who perform research in the humanities and social sciences.

The first tendency is the so-called politically correct language. This tendency consists in the use of euphemisms (mild, vague, and indirect words or phrases) that soften accurate meanings in accordance with sociopolitical values. 

Political correctness (PC) is the principle of avoiding language that may offend particular groups of people (racial, cultural, or other identity groups) in matters such as race, class, gender, age, religion, physical appearance, or sexual orientation. Examples of politically correct American English are given below. 

Instead of 

Consider using____________________

Blacks, Negroes 

African Americans (Afro-Americans)

White 


European (Non African) Americans

Indians


Native Americans 

cheating 

academic dishonesty 

foreign students 

international students

juvenile delinquents
children at risk

illegal aliens

undocumented workers  

die 


pass away

poor 


marginalized, economically (socially) 

disadvantaged, underprivileged 

poor countries 

developing countries 

bum 


displaced homeowner 

handicapped or crippled 
differently abled, disabled, physically 

challenged, mobility impaired 

deaf 


with a hearing impairment (hearing loss)

dirty 


hygienically challenged 

drug-addict 

chemically challenged

drunk 


chemically affected (inconvenienced)

fat 


differently sized, quantitatively 

(horizontally) challenged

short 


vertically challenged

old 


advanced in years, chronologically 

advantaged, mature, senior citizens

mentally retarded 
developmentally challenged (delayed, 

disabled), exceptional, special care 

schools for the backward
special schools

stupid 


intellectually disadvantaged, cognitively 

(educationally) challenged, exceptional, 

on the lower end of the ability scale


whipping, spanking 
corporal punishment

unwed mother 

single mother

The second tendency consists in the avoidance of unnecessary distinctions based on sex, i.e., sexist language. The principle of ‘non-sexist language’ in scholarly writing has been commonly recommended in recent years. Here are suggestions for avoiding sexist language (RHWCD, 1990: 1564-1565).

(1) Replacing man or men, or words or expressions containing either, when they are clearly in​tended to refer to a person of either sex or to include members of both sexes.

Instead of 
Consider using____________________

man 

human being, human, person, individual
mankind, man     human beings, humans, (collectively) humankind, 

humanity, people, human race, human species,
society, men and women 

man-made 
synthetic, artificial 

man in the street  average person, ordinary person
(2) Using gender-neutral terms to designate occupations, positions, roles, etc., rather than terms that specify sex. 

(a) Avoiding terms with -man or other gender-specific forms. 
Instead of 
Consider using____________________

businessman       businessperson, business executive, manager, 

business owner, retailer, etc.

chairman 
chair, chairperson 

cleaning woman 
housecleaner, office cleaner, cleaning          

housekeeper 

congressman     
representative, member of Congress, legislator 

fireman

firefighter 

housewife            homemaker, domestic engineer 

insurance man    insurance agent 

layman                layperson, nonspecialist, nonprofessional

mailman

mail carrier, letter carrier 

policeman
police officer, law enforcement officer 

salesman 
salesperson, sales representative
spokesman 
spokesperson, representative 

steward(ess)       
flight attendant 

weatherman
weather reporter, weathercaster, meteorologist 
(b) Avoiding ‘feminine’ suffixes such as -ess, -ette, -trix (actress, heiress, host​ess, and waitress remain in active use).

Instead of 
Consider using____________________

authoress 
author 

aviatrix       
aviator 

poetess     
poet 

proprietress      
proprietor 

sculptress       
sculptor 

usherette             
usher

(c) Eliminating as modifiers the words lady, female, girl, male, and the like for terms that otherwise have no gender designation, as in lady doctor, fe​male lawyer, girl athlete, or male secretary. 

(3) Referring to members of both sexes by parallel terms: Mr Johnson and Mrs Meir or President Johnson and Prime Minister Meir. 

(4) Avoiding the third person singular masculine pronoun when referring to an individual who could be of either sex, as in When a reporter covers a controversial story, he has a responsi​bility to present both sides of the issue. Re​phrasing the sentence in any of the following ways will circumvent this situation:
(a) Structuring the sentence in the plural and using the third person plural pronouns they/ their/ theirs/ them: When reporters cover controversial stories, they have a responsibility ... 

(b) Using either first or second person pronouns I/ me/ my/ mine, we/ us/ our/ ours, or you/ your/ yours: When you are a re​porter covering a controversial story, you have a responsibility …
(c) Using the third person one: As a reporter covering a controversial story, one has a responsibility ... 

(d) Using both the masculine and feminine singular pronouns: When a reporter covers a controversial story, he or she (or she or he) has a responsibility ... The blend s/he and the abbreviated forms he/she, his/her, him/her are also available.
(e) Using the passive voice: When controversial stories are covered, both sides of the issue should be presented.
(f) Rephrasing the sentence to avoid any pronoun: When covering a controversial story, a reporter has a responsibility ...
(g) Using nouns person, individual, or a synonym, instead of pronouns: Reporters often cover controversial stories. In such cases the journalist has a responsibility …
(h) Using a relative (attributive) clause: A reporter who covers a controversial story has a responsibility ...
(5) Avoiding language that disparages, stereotypes, or patronizes either sex.
(a) Avoiding reference to women collectively as the distaff side or the fair sex; to a wife as the little woman; to a female college student as a coed; to an unmarried woman as a spinster, old maid.
(b) Choosing words or forms that specify neither sex or acknowledge both sexes, as in a teacher and his or her students (or a teacher and students or teachers and their students).

(c) Avoiding terms womanly, manly, feminine, masculine in referring to traits stereotypically as​sociated with one sex or the other. 

2.5. Rhetorical modes of scientific prose

Written texts are categorized into rhetorical modes, identified ways of organizing content at the paragraph or discourse level. Mode categories used in a scientific study include illustration, exemplification, comparison, classification, definition, causal analysis, etc. It is essential to know how they are expressed in English.

To write logical papers, you must fairly and systematically present definitions, ex​amples, and evidence to support ideas.

(a) Defining. Scientific research is dependent on precise definitions of substances, concepts, processes, etc. Sometimes, a definition is necessary because a word or concept has more than one meaning. At other times, a definition is required because a term is being used in a special way (Zimmermann, 1989: 67).

Always check (1) whether the key terms are defined in the research paper, (2) whether the meaning declared by their definition is unambiguous, and (3) whether the declared meaning remains, throughout the paper, unchanged, i.e., consistent.

‘A definition should be complete enough to include all the items in the category yet narrow enough to eliminate items that do not belong. The Greek philosopher Plato once defined man as a two-legged creature that has no feathers. His critic Diogenes left the room and brought back a bird without feathers, declaring, “Here is Plato's man!” The problem with Plato's definition was that it did not distinguish a man from other two-legged creatures without feathers’ (Zimmermann, 1989: 67-68).
Aristotle suggested that a good definition should include the general classification of a term plus the specific characteristics that differentiate the term from other members of its class (term = class + specific characteristics) (Zimmermann, 1989: 68). In the days of Aristotle, man was often defined as a ‘rational animal’ (man is a sort of animal; not any kind of animal, but a rational animal). 

Frequently, the characteristics appear as an attributive (relative) clause beginning with that, which, who, whose, or where. 

------------------------------------------------------------------------------

Pidgin is a language that develops as a result of language contact between speakers of different languages. 

Verbs which can have the same thing as their object, when transitive, or their subject, when intransitive, are called ergative verbs.

A nonidiomatic phrase is a group of words whose individual meanings indicate the meaning of the words together, e.g., kick the football as opposed to the idiom kick the bucket.

------------------------------------------------------------------------------

Sometimes, the characteristics take the form of an infinitive phrase, participial phrase, or prepositional phrase. 

------------------------------------------------------------------------------

Communicative competence is the ability to communicate successfully in a language in a range of situations. 

An inchoative verb is a type of verb indicating the beginning of an action or state. 

Linguistics is the science of language.

------------------------------------------------------------------------------

The use of the modal of possibility may indicates that there is more than one way to define something.

------------------------------------------------------------------------------

A sentence may be defined as a structurally independent grammatical unit of one or more words, in speech often preceded and followed by pauses and in writing begun with a capital letter and ended with a period or other end punctuation, typically consisting of a subject and a predicate. (There exist many – more than three hundred – definitions of a sentence, but none of them is generally accepted.)
 ------------------------------------------------------------------------------

Sometimes the characteristics precede the class.

------------------------------------------------------------------------------

A discrete sentence is an isolated, decontextualized sentence (as distinguished from a sentence in a paragraph or some other context).

------------------------------------------------------------------------------

         Term           =    General Class  +  Specific Characteristics
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Linguistics               the science              of language.

An adjective            a word                      that describes a noun.


Derivation      is       the process              of adding affixes to a base.

A patient                 a semantic role        indicating a person or thing
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A sentence               a communicative           unit of language.

            
A word               is    a nominative                  unit of language.

An archaism             an obsolete                   word.

             
A collocation             a fixed, recurrent           word combination.
When defining, remember the following:
(1) Definitions require the Present Simple and the verbs be, represent, mean, be known as, be called, be considered as.

(2) The definite article, the, is usually not used with the term being defined because definitions are general statements, e.g., we would define a noun (in general), not the noun (a specific noun).
(3) Identify the class. Examples, descriptions, or comparisons included in the definition should not replace the class term.

(4) Make sure the definition is not more difficult than the term you are defining. A definition should clarify, not confuse.
(5) Be precise. Saying that ‘voice is a grammatical category’ is not enough. You should point out the specific characteristics that differentiate it from other grammatical categories.
(6) Beware of circular definitions. A statement like ‘A causative verb is a type of verb indicating causation’ clarifies nothing.
A good way to see if a definition is complete is to reverse it. If we reverse an elephant is an animal, we get an animal is an elephant, and it is obvious that the definition is inadequate.
A definition may consist of as little as a sentence or as much as a book. When a concept is too complex to be defined in one or two sentences, an extended definition is needed. It includes the basic parts of a formal definition (class + characteristics) as well as additional information that may include description, examples, classification, comparison, explanation, or other details. An extended definition of a natural phenomenon would probably include causes and effects. An extended definition of a machine would include its functions and uses. An extended definition of a disease would include its symptoms, prevention, and cure. An extended definition of an element or chemical would include where it occurs in nature and its chemical and physical properties (Zimmermann, 1989: 81).

(b) Exemplifying. Scientists use examples to explain or to clarify a concept and to give evidence to support it. It might be said that one example is worth a thousand explanations.

In scientific writing, examples help establish the credibility of a statement (the validity of a point). If no example can be found to illustrate a point, there may not be a point.

An example may comprise a few words, a sentence, a paragraph or more. Sometimes more than one example is used to explain the various aspects of a concept (Zimmermann, 1989: 82).

For example,

For instance,

To be specific, 
       the word blond frequently collocates with hair.

To illustrate,                  

To give an example, 

The word table 
for example,   has at least nine meanings in


              for instance,                         Modern English.

               an example

Polysemy is
 a case
             of a semantic universal. 

               an instance
  

               an illustration

Polysemy      exemplifies 
  the concept of a semantic universal.


        illustrates

Semantic universals are     exemplified     by polysemy.



                illustrated


                           such as
    

Monosemantic words,      like            hydrogen and molecule, are     


                           namely                        scientific terms.

When writing examples, remember the following:
(1) Examples are usually written in the Present Simple.
(2) Examples are not always marked with clue words such as, for example, for instance, and to illustrate, and often can only be identified by the context of the paragraph.

(3) Example phrases and sentences are often put in italics. 

------------------------------------------------------------------------------

Syntactic structures may be dependent on information outside the sentence in which the structure occurs. For example, interpreting pronouns such as she and her often requires understanding who the referent was in a previous sentence: e.g., Jill went up the hill. She wanted a pail of water.

Formulaic utterance is learned and used as an unanalyzed “chunk”, such as What’s the time? or What’s your name? 

------------------------------------------------------------------------------

(4) An asterisk (*) is used to mark unacceptable examples.

------------------------------------------------------------------------------

Most situational verbal units are grammatically irregular and allow no change in their syntactic organization or the morphological form of their components, e.g., How do you do? (*How did you do?), Many happy returns of the day (*Several happy returns of the day), Many thanks (*Two thanks), it goes without saying (*it will go without saying), don’t mention it (*mention it). 

------------------------------------------------------------------------------

(5) Information about the sources of examples should be included. Where examples are cited, a brief reference is given and a full source provided in the reference list (a separate subsection in the reference list entitled Sources of Examples).

------------------------------------------------------------------------------

Chiasmus involves a reversal in the order of words in two otherwise parallel phrases: e.g., The night wings sigh, the breakers roar, And shrieks the wild sea-mew (Byron).
The third function of word order is to express continuity of thought in sentences (clauses) following one another. This continuity is often supported by demonstrative pronouns and adverbs, e.g., Women are terribly vain. So are men – more so, if possible [25, p. 20]. 

------------------------------------------------------------------------------

(6) Select representative examples. Avoid using in​stances that are out of the ordinary; they will seem exceptions to general rules and will not bolster the logical development of the paper. 

(c) Giving evidence. Scientific writing requires that you provide evidence to support your statements. The more evidence you have and the better it is, the stronger your statement or argument will be. There are many forms of evidence, including examples, facts, statistics (calculations), observations, test results, survey results, and expert opinion (Zimmermann, 1989: 96-110). 

Frequently, the data are presented in visual form as tables or figures (diagrams). They are numbered and have titles. Decimal fractions may be used as numbers: the figure to the left of the decimal point is the number of the chapter in which the table (figure) appears; the number that comes after the decimal point is the number of the table (figure) in this chapter (e.g., Table 1.2). 

A table is a means of arranging data. It consists of an ordered arrangement of rows and columns. A column is usually identified by a name which can consist of a word, phrase, or a number index. The first row (called a header row) is not counted; it is used to display column names. Tables differ significantly in variety, structure, notation, representation, and use.

If a table contains numbers, they must be totalled (added) in the last row. Quantitative data are usually given as percentage or as absolute values and corresponding percentage (preferably in the descending or ascending order). 


------------------------------------------------------------------------------

Table 2.1. Frequency of communicative types of sentences

in conversations from fiction

	No
	Communicative types of sentences
	Frequency of occurrence

	
	
	absolute
	calculated by %

	1
	Declarative 
	312
	62.4

	2
	Interrogative 
	160
	32.0

	3
	Imperative
	16
	3.2

	4
	Exclamatory
	12
	2.4

	           Total number
	500
	100


(from the graduation paper Syntactical Peculiarities of Conversational English by Khrystyna Lebedyns’ka, a sixth-year student; Lviv, 2007)
------------------------------------------------------------------------------

A diagram is a drawing or plan that outlines and explains the parts or operation of something. (The words graph and chart are often used as synonyms for diagram.) Different types of diagrams may be used to write down ideas, classify data, show information, explain how things work, etc.

A tree diagram is a diagram in which lines branch out from a central point or stem without forming any closed loops. 


------------------------------------------------------------------------------

Phonemic Repetition

|

Alliteration         Assonance             Rhyme                                                    

                                     |                                                   



Consonance   Paroemion

Figure 2. Types of phonemic repetition

(from the research paper Repetition as a Stylistic Device, presented by Ulyana Lyashenko, a Junior Academy student; Lviv, 2008)
------------------------------------------------------------------------------


A network diagram (a spidergram) is a diagram in which circles or boxes branch out from the central point to represent groups of interrelated or interconnected ideas (elements).  


------------------------------------------------------------------------------
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Figure 1. Semantic structure of idioms with colour terms

(from the paper Translation of Idioms with Colour Terms, presented by Olha Kovalyova, a Junior Academy student; Lviv, 2008)
------------------------------------------------------------------------------

A pie chart (a circle graph) is a circular chart divided into sectors which are proportional to the quantities they represent. (It is named for its resemblance to a pie which has been sliced.) It is an effective way of displaying data if we want to compare the size of a slice with the whole pie, rather than comparing the slices.

------------------------------------------------------------------------------


Figure 1.1. Populations of English native speakers

(from the graduation paper Linguistic Features of American English, presented by Olha Muzyka, a fifth-year student; Lviv, 2008)

------------------------------------------------------------------------------

A line graph is a drawing with lines that show how two or more sets of measurements are related to each other.


------------------------------------------------------------------------------
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(from the research paper P. Kulish’s Translation of G. Byron’s Poem “And Wilt Though Weep When I Am Low”, presented by Tetyana Ostra, a Junior Academy student; Lviv, 2008)
------------------------------------------------------------------------------


A bar graph (a bar chart) is a chart with rectangular bars of lengths proportional to the value they represent. Bar charts are also used for comparing two or more values.

------------------------------------------------------------------------------

Fig 2.2. Frequency of modal auxiliary verbs in the LSWE Corpus
(from the course paper Pragmatic Potential of Modal Verbs in Modern English, presented by Viktoriya Krasnopolska, a fourth-year student; Lviv, 2006)
------------------------------------------------------------------------------

Comments on the data in tables and figures are an important part of the paper. When highlighting the data, it is important to reveal and show only the most important details and regularities; it is not necessary to cover all the information. 
------------------------------------------------------------------------------

As can be seen in/ from Table 1, ...
As demonstrated by the graph, …         

Table 2.1 demonstrates/ indicates/ shows/ suggests that ...
Figure 1 gives/ illustrates/ presents/ reveals/ summarizes ...

... are shown/ given/ provided/ demonstrated in Table 3.
------------------------------------------------------------------------------

(d) Describing. A description serves to introduce a scientist's view of the world. It may describe substances, concepts, conditions, processes, results of an experiment, chemical changes, physical movements, etc. A description may also tell the characteristics or distinctive features of an object – how it looks, sounds, tastes, smells, works, or is produced. The nature of something can be explained by describing it (Zimmermann, 1989: 157-172).

The Present Simple tense is used most frequently when describing, because descriptions in science are usually universal. The most commonly used verbs are be and have.


Structure and composition are fundamental characteristics of an object. When one describes the structure of an object, one usually says that it consists of, contains, includes, is formed up by, is made up of some structural elements, units, components, or constituents. On the other hand, one may say that certain elements form this object, are found in it, occur, or there are. 

    consist of

Words
    contain                      morphemes.
              

    are made up of
  

    are formed up by

As to the occurrence, an object may occur, be found, be distributed, be confined or restricted to certain environment. Objects may be found commonly, occasionally, frequently, rarely, in large or small quantities (numbers, amounts), in trace amounts, in large or small proportions. Accordingly, the objects can be described as common, widespread, rare, occasional, frequent, characteristic, typical, representative, predominant, abundant, etc. An environment may be, therefore, rich or poor in certain objects.

An object can show, exhibit, possess certain properties. A property may be characteristic of (for), typical of, representative for, specific to, unique, intrinsic, inherent, distinctive, common to, general.

    possesses

A word
    has                           lexical and grammatical meanings.                     
                 exhibits

                 is characterized by

                                               inherent in

Grammatical meanings are    typical of
      morphemes.            

                                                             characteristic of

The object as a whole, or its structural units, may function or operate as, act as, serve as, perform (carry on) a certain function. 

                                 function as              

Finite verb forms      are used in the function of   the predicate.
      

                                                perform the function of            

Objects are usually involved in some sort of process, phenomenon, or event. A process is often divided, or falls naturally, into stages, steps, levels, periods, phases, which all represent a sequence of events or a series of consecutive changes. A stage of a process can be described as initial, intermediate, final.

                                                                fall into

Processes of polysemy development     divide into        several 

                                                                            are divided into        stages.

A process may start with, begin with, arise, occur, take place, go on, be terminated by, stop, cease. Thus one may describe its onset, beginning, course, end, completion.


A process or its stage can be described as long-term, short-term, completed, uncompleted, repeated, multiple, abrupt, smooth, preliminary, primary, secondary, continuous, stepwise, subsequent, typical, common to, local, extensive, intensive, rapid, slow, transient.

(e) Classifying. A classification includes: (1) a general class, (2) a specific item or items, and (3) a basis for classification.

According to their stem structure, words are divided into simple, derivative, compound, and composite. The general class is words. The specific items are simple, derivative, compound, and composite. The basis for classification is stem-structure.

In a sentence like A root is a morpheme, only the meanings of the words root and morpheme will reveal which is the general category and which is the specific item.

There are two basic ways of classifying: (1) from general to specific: All sentences may be classified as either simple or composite (all sentences are included in these two subdivisions), and (2) from specific to general: Roots, suffixes, and inflections are all classified as morphemes (the specific items do not necessarily cover all the subdivisions of the general category).

When we describe the arrangement of many objects in a certain order, we say that they naturally fall into, are classified into, are divided into, are subdivided into, are grouped into certain categories, or that we recognize certain groups or classes.


Classification categories have general names, like classes, groups, types, divisions, subdivisions, families, species, varieties. The specific names of the categories of a given classification comprise its nomenclature. Their combination forms the classification scheme, plan, or system.

There is usually more than one way things may be classified. For this reason, classification sentences frequently contain modals of possibility, such as can, could, or may. The passive form is used frequently in sentences of classification.



                     classified
         divisions.



                     grouped                 groups.


                 are
       divided        into     types.


                 may be      arranged
        classes.

Linguistic units       can be
      categorized
        classifications.


                could be     classified
          categories.



                     categorized 
      phonemes,      



                     classed        as    morphemes,




       grouped
       words, and

sentences.


      types



      kinds

There are several
      classes
  of linguistic units.



      categories



      subdivisions




      may be




      can be
classified


An affix
      could be
classed
          as a morpheme.



      is/are
categorized




an example of




a type of


An affix is
a kind of

a morpheme.




a form of




a


A classification is always based on a certain principle, criterion, premise, or factor, which forms its basis. The principles or factors can be described as basic, fundamental, underlying, main.


A classification considers or takes into account certain characteristics but disregards others. So objects are classified by their characteristics, by their properties, depending on some of their features or regardless of some others.

A classification can be described as convenient, conventional, rational, exhaustive, adequate, inadequate, misleading, detailed, refined, etc. A classification usually has certain limitations or advantages over other types of grouping.


A single object refers to or belongs to a larger class of similar objects and must be placed together with them in one group. An object should not be confused with, it should be differentiated from other similar objects.

Classifications are usually presented in tree diagrams (word trees). A classification is like an upside-down tree. The trunk of a tree is divided into large branches, each large branch is subdivided into smaller branches, and smaller branches may subdivide again into even smaller branches.

------------------------------------------------------------------------------

Sentence

|

    Simple

        Composite

                                     |                                                   |



One-member   Two-member
Complex   Compound

                                                |                             |



   Complete Incomplete Complete Incomplete




      (Elliptical)
             (Elliptical) 

Figure 2. Structural types of sentences
(from the graduation paper Structural Types of Sentences in English, presented by Maryana Rakovska, a fifth-year student; Lviv, 2008)
------------------------------------------------------------------------------

(f) Comparing. Scientific writing often requires a discussion of the similarities and differences among two or more items. There are two ways of comparing items: (1) describing the characteristics of the first item and then the characteristics of the second, or (2) comparing both items one characteristic at a time (the two items are thus compared characteristic by characteristic). 

‘The compared items must have something in common, for otherwise there would be no point in comparing them. A good way to make a comparison is to begin with their similarities and then point out their differences’ (Zimmermann, 1989: 22). 

When we compare objects, they show some difference, similarity, identity, variation of their characteristics. Objects of the same class are similar in some properties but are different in others.  


Variation can be expressed by using: vary (in, from … to), range (from … to), show variation (in).


Difference between objects can be expressed using: differ (from, in, by), be different (from, in, by). Besides, difference can be expressed using the comparative degree of adjectives and with such words as unlike, in contrast (to).


Similarity can be expressed using: similar (to, in), very much like, resemble, have something in common (with), have common features. Besides, similarity can be expressed with like.


Identity can be expressed using: be identical (to), as … as (with adjectives), the same as (with nouns).

The similarity or difference can be described as considerable, slight, some, minor, fundamental, main, principal.

To contrast one idea to another, one can use while, whereas, but, however, (al)though, nevertheless, in spite of this, on the other hand, unlike, in contrast to, no matter how (what, when, where, etc.).

If you want to emphasize one thing against the background of others, you can use particularly, especially, essentially.

Comparing similarities



            like


                         similar to                nouns. A pronoun may replace


Pronouns are   comparable to                           hundreds of nouns.
                          as important as


Pronouns          resemble
     nouns in many ways.



           parallel


X is exactly/ approximately/ almost the same as Y. 

Both X and Y are/ have …

X and Y are similar in that they both have/ are ...        

X is similar to Y in its ...
Contrasting differences

            are unlike

Morphemes       are different from      words.

            differ from

Unlike words,

In contrast to words,            the meaning of morphemes is

Compared to words,                                                 associative.

In comparison to words,



Agreement (concord) is   less frequent than          adjoinment



                          not so significant as                  in English.


Agreement (concord) is   relatively           restricted in English.



                          comparatively

X is completely/ entirely/ quite different from Y. 

X is considerably/ somewhat /slightly larger/smaller than Y. 

X is not exactly/ entirely/ quite the same as Y. 

X and Y are dissimilar in that X has a much greater ... than Y.
The main difference/one of the differences between X and Y is that X is ..., whereas (while) Y is ...
X is twice/ three times as large/ small as Y.

Tables and diagrams organize information to enable us to see comparisons readily.

(g) Explaining. You often have to explain why the object shows this or that property. Explanation involves description of the cause-effect relationships. This can be done using the verbs: arise from, stem from, result from, result in, lead to, cause, induce, produce, affect, give rise to, depend on, be associated with, be related to, be due to, be responsible for. The same type of relationship can be expressed by the connectives: because, since, for this reason, as a result, as a consequence, therefore, so, so that, such (noun) that, the result is that, this is the reason why. Several prepositions also bear the cause-effect meaning: due to, because of.

Sometimes it is convenient to begin an explanation with the introductory phrase: The point is that …

Various internal or external factors may affect, influence, act on the object and thus change or modify the object, are responsible for various modifications, variations, or changes. A change may be a source of, reason for, result of, indication of another change. A change can be described as considerable, noticeable, pronounced, slight, visible, obscure, profound, superficial, temporary, prolonged.

The changes that occur may be bound to each other by different temporal relationships. One event may go on concurrently to, following, after, before, as, when, another event takes place. Besides, it may precede, follow, or accompany another event. 

(h) Hypothesizing. Most hypotheses are stated in the Present Simple. Sometimes a hypothesis is expressed as a prediction, using the future tense. Saying something always happens is the same as predicting that it will happen (Zimmermann, 1989: 56). 

A common misconception is that a hypothesis or theory is inevitably a complex and incomprehensible statement. In fact, a good theory aims at being simple, economical, or parsimonious and is expressed in a clear and straightforward language (Stern, 1997: 30).

Hypotheses are often expressed with words that indicate their tentative nature or unproven status. To say ‘There is life on Jupiter’ is entirely different from saying ‘There may be life on Jupiter’. 

In the following list, the first sentence expresses probability most strongly and each succeeding sentence expresses it slightly less strongly: There is life on Jupiter. There must be life on Jupiter. There is probably life on Jupiter. There may be life on Jupiter. There could be life on Jupiter. There might be life on Jupiter. It is unlikely that there is life on Jupiter. It is impossible for there to be life on Jupiter. There is no life on Jupiter (Zimmermann, 1989: 56).
(i) Calculating. Scientists use mathematics to analyze the data and help them interpret their results, e.g., statistics, which is the analysis of numerical data, or probability, which calculates the likelihood that any particular event will occur (Burnie, 2007: 2). 

Mathematics gives precision to science. ‘Calculations tell us not merely that light travels fast but that it travels at a speed of 186,000 miles per second. Scientists calculate everything from the number of atoms in a gram of hydrogen to the heat of the sun; from the date when living things first appeared on the earth to the time when our sun will expire’ (Zimmermann, 1989: 126).

In English, in whole numbers used primarily to express quantity, commas are used to divide the digits into groups of three: A survey of 1,026 secondary school students was conducted by the national Space Science Centre in Leicester. 

Commas are not used only in numbers that are used for identification: 18325 Sunset Boulevard; serial number AJ-3657294.

A dot (a decimal point) is used in English to mark decimal fractions: Chlorine is an element with atomic weight of 35.5.

Percentage is a particular kind of a decimal fraction, of which the denominator is always 100. The term per cent indicates that the denominator is 100. When we speak of ‘6 per cent (6%)’ we mean 6/100 or 0.06 (namely, 6 parts out of 100). 

Some students are afraid of conducting statistical analysis and using numbers in their research paper, but this is not a correct decision. Quantitative research can bring to absolutely new findings. 

If statistics are used to describe the results, they should be meaningful statistics. Ervin Neter, who was editor-in-chief of Infection and Immunity, told a classic story to emphasize this point. He referred to a paper that reputedly read: “33⅓% of the mice used in this experiment were cured by the test drug; 33⅓% of the test population were unaffected by the drug and remained in a moribund condition; the third mouse got away.” (cited in Day, Gastel, 2006: 67). Numerical data should be given in tables or graphs. 

As you write your paper, check that you have presented statistics clearly and logically, mentioned your comments to the findings, and suggested an overall conclusion.

2.6. Research paper defence

The purpose of a research paper defence is for the student to show how well s/he has done in the conducting of his/her research study and the preparation of the research paper. 

The student must be prepared to demonstrate the ability to do independent research and provide sufficient evidence of scholarship: defend methods, experimental design, conclusions derived from the data in the context of the hypothesis; demonstrate proficiency in the topic, including but not limiting to current literature; discuss alternate approaches and potential pitfalls to the research study; suggest future directions that could be taken to advance the knowledge acquired by the investigation.

The procedure of the defence is as follows: (a) supervisor’s commendation, (b) student defence presentation, (c) questions from the examining committee, (d) reviewer’s evaluation, (e) conclusion of the defence, (f) committee’s making and stating the decision. 

(a) Supervisor’s commendation. The student’s supervisor informs the examining committee whether the student is eligible to defend a research paper. The defence will be held if the student has completed the research paper to the satisfaction of his/her advisor. A research paper draft which is not presented in the standard research paper format, or in which the research and conclusions are incomplete, is not eligible for defence. 

(b) Student defence presentation. The student is permitted to briefly present a summary of the paper (7-10 minute presentation), emphasizing the important results, conclusions, and implications. 

(c) Questions from the examining committee. Following the presentation, the defence committee begins to ask questions.

(d) Reviewer’s evaluation. Then, the examiner presents his/her opinion of the paper in a review, i.e., provides critical judgements and comments about the paper, gives an appraisal of its strengths and weaknesses. Reviewer’s evaluation is supported by appropriate examples and data from the reviewed work.

(e) Conclusion of the defence. Finally, the student is given an opportunity to answer the examiner’s critical remarks, express his/her gratitude to the defence committee, teaching staff, etc.

(f) Committee’s making and stating the decision. When several (8-10) students finish their defence, they are asked to leave the room for professors to merit the quality of their work. The examining committee discusses in closed session whether or not the research paper (including its defence) has been satisfactory. Then, the chairperson informs the students of the outcome of the defence.

Your research paper defence will be easier if you keep in mind the following ideas.

Try to attend one or more defences prior to yours. The more defences you stay at, the better you learn the procedure and, therefore, the more confident you become on your own defence day.

Prepare carefully for defence. In preparing a presentation, consider what you will say to your audience and how you will say it.

The presentation may be divided into three sections: (1) the introduction, (2) the body, and (3) the conclusion. It is to the student’s advantage to prepare hand-outs, wall charts, overhead projected transparencies, etc. to present the research.

First, you want to attract your listeners’ attention. An opening statement such as, “Highly esteemed members of the examining committee, dear colleagues, I am going to talk about …” will not draw your audience’s attention. To create interest, you can use one of several strategies (Perrin, 1982: 36-40): (1) Allusion: refer to a literary work, media presentation, mythical, religious, or historical person or event. (2) Analogy: make a comparison that is interesting, helpful, and related to the topic. (3) Anecdote: begin with a brief story describing an incident related to the topic. (4) Definition: define a term important to the discussion. (5) Description: use a carefully worded description of something related to the topic. (6) Epigram or proverb: use a one-sentence statement of a general truth related to the topic. (7) Facts and figures: begin with some hard pieces of information, statistics. (8) Illustration: use a photograph, cartoon, chart, or diagram that is related to the discussion. (9) New discussion of an old subject: explain why a topic that may be “old hat” is worth examining again, looking at it in a new way. (10) Question: use a question related to the subject. (11) Quotation: use what someone else has said or written in a poem, short story, book, article, or interview (identify the person and the source clearly). (12) Startling statement: use a statement with some element of surprise. 

The introduction of the talk should highlight the research question and current knowledge in the field, the purpose of the paper, topicality, novelty, methods, materials, thesis statement, etc.


The body of the talk includes the main points you want to present about your topic. It summarizes the results of the study.


In the conclusion of your talk, you can briefly outline the theoretical and practical value of you paper, implications and interpretation of the results, possible further research in the area.


In the end of your talk, do not forget to thank the audience for their attention, patience, etc.

As you plan your presentation, remember that the objective is to focus on the results, their possible applications and/or implications (individual contribution to research). Do not feel obliged to include the literature review. The committee is more interested in hearing about your work. Discuss your presentation with your supervisor.

How you say something can often be just as important as what you say. Try to deliver the talk effectively (Warriner, 1988: 651).

Look directly at your audience as you speak. Maintaining eye contact will help you communicate your message and hold people’s interest. Glance slowly from one side of the room to the other, focusing on the faces of your listeners. Look for their reactions; they may indicate that you are speaking too softly, or that you should repeat something for clarity.

Present your research in a clear and coherent manner. Do not speak too quickly or too quietly. Try to project your voice so that your audience can hear you clearly. Maintain a steady pace and pause for breath. Take time with thought transition. Try to minimize verbal crutches such as ah, uhm, you know. A good way to break this habit is to pause and take a breath through your mouth. 

Do not just mechanically recite from memory. Write down a basic plan, and just talk about the research paper. Show enthusiasm for your work. If you are holding note cards, glance at them as you speak. You should be looking at your audience, not at your notes, during most of your talk. Refer to your notes from time to time but do not simply read them out in a boring way. 

As you speak, stand firmly on both feet. Keep your shoulders back and your head high.

Gestures will improve a speech if they are natural and help emphasize your words. Many gestures can be distracting. If you scratch your head, the audience may think you are not sure of what to say next. If you shift your weight from one leg to another, your audience may think you are anxious to finish your talk. Try to control your gestures and use them to reinforce your words.

Just keep calm. Try to relax and speak confidently. The ability to pull yourself together and bring ideas forward clearly leaves a good impression on the examining committee.

Do not forget to keep an eye on the time. Try not to overrun or finish too soon.

Do not forget to practice your defence. Practicing in the actual room in which you will be defending is highly advisable, especially if you are able to test-run using Power Point, data projector, laptop computer, or other audio-visual aids. 

Practice your speech in front of the mirror, in front of a friend or parent. Look from somebody else’s side at the way you keep in front of the audience, the way you speak, use gestures, answer the questions, etc. Schedule your time (try not to exceed the time limit). If you know that you tend to talk quickly, practice saying words more slowly, and highlighting important parts.

Read your paper several times, anticipate questions and practice responses. Practice, practice, practice.

Do not be defensive at your defence. The committee members by asking questions bring a new perspective and may have some very good thoughts to share. Say something like ‘Thank you so much for your idea. I will be giving it a lot of consideration.’ Try to diffuse potentially explosive situations, minimize tensions. Do not be aggressive. Be flexible, and react politely. Do not forget to thank the committee members for the questions.

You are clearly the most knowledgeable person when it comes to your subject. And the members of the committee are there to hear from you and help you to better understand your research.

It is all right to say that you do not know the answer or that you do not feel you have enough information to answer the question. When the question is hard, thank the committee members for the observation and ask for time to think about it.

Do not approach defence casually; dress and act professionally. Dressing in formal attire will contribute to your credibility and perception as a future colleague.


REVISION TASKS

· Choose the correct answer(s) to complete the sentences. One or more answers may be correct. 

1. A research paper may be of three basic types: _____ 

A. a survey-type paper 
C. an analytical paper 

B. a term paper 

D. an argumentative paper

2. A survey-type paper _____


A. uses facts and opinions to prove a thesis


B. uses evidence to investigate and explain some issue

C. presents what others have said about the subject

D. defends a particular interpretation of the phenomenon

3. The main requirements for an argumentative paper are _____


A. reliability

C. quotation

B. sampling of facts
D. novelty


4. Topicality suggests that _____



A. the research theme is outdated



B. the paper deals with the subject of current interest

C. the paper furnishes reliable information

D. the paper offers a particular view of the unit under study

5. Writing a research paper comprises several stages: _____  

A. prewriting 

E. proofreading

B. writing the first draft 
F. bibliography

C. gathering information 
G. making the final copy

D. examining sources
H. stylistic editing

6. Reference works are _____ 

A. personal experiences 
C. biographical guides

B. encyclopaedias 
D. book indexes 


7. In choosing which sources to consult priority is given to _____



A. classics

C. works published recently



B. periodicals

D. books with bibliographies


8. At least _____ main heading(s) should be used in the outline.



A. one or two

C. three or four



B. two or three

D. one


9. _____ should be used in the outline of the research paper.



A. Sentences

C. Parallel structure



B. Words or phrases
D. Framing questions


10. Subheadings in the outline are indicated by _____



A. common fractions
C. capital letters 



B. decimal numerals 
D. Roman numerals 

11. In a simplified version of an outline, only major topics discussed in the paper are indicated by _____



A. common fractions
C. Arabic numbers



B. decimal numerals 
D. Roman numerals

12. The words of other authors used in academic writing are _____

A. quotation  

C. sound bite

B. citation   

D. quiz

13. _____ documentation consists in putting a short reference in the text itself. 

A. Numeric   

C. Plagiarised

B. Parenthetical

D. Quoted  

14. _____ is using someone else’s words or ideas without giving proper credit. 


A. Plagioclase

C. Plagiarism


B. Pliancy 

D. Plagiotropism

15. In the _____ stage, you look for and correct mistakes in grammar, spelling, and punctuation.


A. evaluating 

C. revising


B. proofreading

D. stylistic editing

16. A research paper consists of the following parts: _____ 

A. introduction

D. conclusion 

B. objective 

E. references

C. body


F. appendix


17. The main sections of the Introduction are _____



A. summarizing the results 





B. summarizing previous research

C. establishing the research field

D. indicating possible further research in the area

E. preparing for present research

F. introducing the present research

18. _____ provide empirical data for the enquiry. 

A. Methods 

C. Objects  

B. Materials

D. Subjects   

19. The correct form for works cited entries in Ukraine (the new standard of bibliographic description) is exemplified in _____


A. Napoli, D.J. (1996). Linguistics. Oxford: OUP.


B. Napoli, D.J. Linguistics. Oxford: OUP, 1996.


C. Napoli D.J. Linguistics. – Oxford: OUP, 1996. – 580 p.


D. Napoli D.J. Linguistics / D.J. Napoli. – Oxford: OUP, 

1996. – 580 p.

20. Vocabulary features of scientific prose include _____

A. typical sentence patterns and constructions

B. an extensive use of terms

C. lack of emotional words

D. modal verbs and constructions

21. Formal academic English will normally avoid _____

A. long sentences 
C. contractions

B. the passive voice 
D. direct questions

22. Non-sexist language avoids _____ 

A. gender-neutral terms   
C. nouns person, individual
B. feminine suffixes
D. using the third person one 
23. A classification includes: _____ 

A. general class

C. specific characteristics

B. specific item or items 
D. basis for classification

24. A research paper defence presentation should focus on _____ 



A. the research question

B. the results, their possible applications and implications   

C. literature review
D. defining terms important to the discussion
PART II

THEORY AND PRACTICE OF LINGUISTIC

RESEARCH

Linguistics falls in the gap between arts and science, on the edges of which the most fascinating discoveries and the most important problems are found.

Peter Hugoe Matthews

Unit 3

____________________________________

SCHOOLS, TRENDS, AND PARADIGMS 

IN LINGUISTIC RESEARCH

____________________________________

3.1. Beginnings of modern linguistics. Pre-20th century linguistics. Ferdinand de Saussure as the father of modern linguistics 

Linguistics as an independent field of study, a university discipline with different specializations within it and areas of application, with its own professional organizations, journals, and scholarly meetings, is a creation of the 20th century.

The field is a relatively young one, having developed out of nineteenth century philology, and linguistics ‘proper’ has gradually come into being since the 1920s and 1930s. 

The study of language in the Western world – not to speak of the East – is of course not at all new; it goes back to Greek and Roman antiquity. Many of the linguistic concepts we use today (e.g., gender, number, case, person) derive from Greek and medieval linguistic philosophy. In the past, questions about the nature of language were studied as part of other scholarly activities, in connection with philosophy, theology, rhetoric, and the teaching of classical languages (Stern, 1997: 120).

It was from the late 18th century that language in general and languages other than the classical ones (Greek, Latin, and Hebrew), became objects of scientific enquiry. Historical and comparative linguis​tics (comparative philology) attempted to describe and explain the historical changes which languages undergo and to build up scientifically attested knowledge of the evolution of languages and dialects and the relations among them. The scholars compared language forms of ancient and modern lan​guages, described the changes (e.g., ‘sound shifts’) that occurred and formulated explanations or ‘laws’ to account for these changes. Philologists were concerned with linguistic genealogy, with establishing the genetic ‘families’ of language-groups. Ultimately, it was hoped to reconstruct from comparisons among different languages of Europe and Asia an Indo-European protolanguage from which many of the Indo-European languages had descended. Comparative philology – like modern linguistics – studied natural languages as objects of scientific enquiry, formulated hypotheses, looked for empirical evidence, and in so doing gathered an enormous body of information on the natural languages of the world (Stern, 1997: 120).

William Jones (1746-1794), a prominent British scholar, was the first to point out a scientific hypothesis that Sanskrit, Greek, Latin, Gothic, and some languages of India and Europe had sprung from the same source, which no longer existed. 

Comparative philology is associated with such scholars as Rasmus K. Rask, Franz Bopp, August Schleicher, Jakob Grimm, Karl Verner, Karl Brugmann. They not only made comparative and historical observations of the kindred languages, but also defined the fundamental conception of linguistic kinship and created the historical comparative method of language study. The rise of this method marks the emergence of linguistics as a science in the strict sense of the word (Poluzhyn, 2004: 263).

Towards the end of the 19th century, linguists recognized the need to transcend the knowledge about the historical evolution of different languages and formulate general statements about the nature of language. An influential book on language was The Life and Growth of Language: an Outline of Linguistic Science (1875) by William Dwight Whitney (1827-1894), Professor of Sanskrit and Comparative Grammar at Yale College  (Stern, 1997: 121).
In 1906, the Swiss linguist Ferdinand de Saussure (1857-1913) was asked to offer a course in general linguistics at the University of Geneva where he had previously taught Sanskrit and comparative philology. He offered the course three times, for the last time in 1910–1911. He died in 1913, without having written any book on general linguistics. Two of his former students, however, Ch. Bally and A. Sechehaye, published in 1916 Cours de Linguistique Générale (‘Course in General Linguistics’) on the basis of notes taken by students during the three courses. The book is considered by most linguists today as the work that has initiated modern linguistics. It defines the nature of language and sets out principles of scientific study of language (Stern, 1997: 121). 

Ferdinand de Saussure recognized, as we still do today, that language is a system made up of a collection of units, all related to each other in very particular ways, on different levels: sounds, morphemes, words, sentences. These different levels are themselves related in various ways to each other. 

Linguistic units are viewed as linguistic signs of different kinds. Specifically, the concepts of the sign and of the word are equated. Language is a system of signs; a sign being a two-sided entity whose components are the ‘signifier’ and the ‘signified’. The signifier is the physical sound that you make when you say, e.g., cat, while the signified is a mental concept or representation of physical cats in the real world. The concept is the product of the mind which mediates between the specific sign and the specific object. It is social practice (society) that assigns the sign to its concept. Thus the linguistic sign is ‘absolutely arbitrary’.
The primary function of language is to express and convey meanings. To do this, the mental image in a speaker’s head has to be transformed into some physical form so that it can be transferred to someone else who can then decode this physical message, and have the same mental image come into his or her head.

The linguistic sign is bilateral, i.e., it has both form and meaning. The meaning of the linguistic sign reflects the elements (objects, events, situations) of the outside world and is linked with the ‘signified’ (concept). Meaning is a ‘simplified concept’. It is the stable core of the concept, i.e., the minimum of the feature of the concept that is imparted to a linguistic sign.

The units of the language system can be analyzed as to their inner structure, the classes they belong to in the system, or their paradigmatic relations, and the combinations they form in speech, or their syntagmatic re​lations.

Language has two aspects: langue ('lan​guage'), the abstract language system shared by the members of a community, and parole (‘speech’), actual uses of language. Speech is the total of our utterances and texts. It is based on the system of language, and it gives the possibility of studying the system.

Language as a system may be approached both as it changes over a period of time, the historical or diachronic approach, and as it exists at one point in time, at a given stage of its development without reference to history, the synchronic approach.

Up until the time of F. de Saussure, linguistics was a purely historical field of study. Ferdinand de Saussure claimed that all languages could (and should) be described synchronically, without reference to history. When we describe a language synchronically, we describe the basic units that make up the language (e.g., its phonemes, its morphemes, etc.) and the relationship between these units at that time, and that time only (Crowley, 1997: 17). 

Ferdinand de Saussure focused on the notion of language as a system at a given moment in time at a highly abstract level that uncovered powerful principles about the way in which language in general is structured. He was the founder of structural linguistics (also called descriptive, or synchronic). It deals with the study, classification, and arrangement of the features of a language as a communicative system at a given time, without reference to the history of the language or comparison with other languages. The structuralist model F. de Saussure produced was then developed and modified by various schools of modern linguistic thinking. 

3.2. Schools of linguistics

Since the 1930s down to the present, several schools of thought have emerged round a few prominent linguists. Schools of linguistics are understood as ‘groups of linguists sharing some basic common assumptions about problems and methodology while often disagreeing on particular matters’ (Poluzhyn, 2004: 10). 

The most influential schools of linguistics in the 20th century were the Prague School, Geneva School, Copenhagen School, American Descriptive School, Generative Syntactical School, London (British) School, French School (Sampson, 1980; Poluzhyn, 2004). 

The structur​alist schools differ considerably in their principles and techniques, which is reflected in special designations for them: functional linguistics for the Prague and London Schools; relational linguistics (glossematics) for the Copenhagen School, descriptivism for the American School.

(a) Prague School. The Prague Linguistic Circle, or Prague School of Linguistics, was established in 1926. The instigator of the Circle and its first president was Vilem Mathesius (1882-1945). Its most outstanding scholars were Bohuslav Havranek, Vladimir Scalička, Bohumil Trnka, Josef Vachek, Russian émigrés Nikolay Trubetskoy and Roman Jakobson. 

In 1929, the Prague Circle of Linguistics published ‘Theses Presented to the First Congress of Slavic Philologists in Prague’ which outlined the direction of the work of the Circle’s members. Such important concepts as the approach to the study of language as a synchronic system, which is, however, dynamic, functionality of elements of language, and the importance of the social function of language were explicitly laid down as the basis for further research. 

The Prague School was a major force in linguistic functionalism. It saw language in terms of function and focused on the function of linguistic units within the language system. Its chief contributions lie in the domains of phonology and functional syntax. 

The cornerstone of phonology was laid by Nikolay Trubetzkoy (1890-1938). His seminal book, Grundzüge der Phonologie (‘Principles of Phonology’), published posthumously (1939) established phonology as a discipline separate from phonetics. In this book, he famously defined phoneme as the smallest distinctive unit within the structure of a given language. 

Phonological research focused on phonological oppositions in languages and resorted to oppositional analysis. It provided analyses of the phonological systems of individual languages as well as general and universal phonological laws. 

Morphological phenomena were treated in relation to phonological ones. The research of the role of phoneme within the morphological system led to the establishment of a new branch of linguistics, called morphonology, or morphonemics.

 In his paper Zur Structur der russischen Verbums (1932), Roman Jakobson (1896-1982) attempted at the application of the phonological theory of privative oppositions to the morphological level. He finally drew a con​clusion that there is a significant difference between phonological and morphological oppositions. 

The Prague School linguists pioneered most studies in functional syntax, investigating the interaction between syntax and communicative function. The theory of functional sentence perspective (FSP) was elaborated by Vilem Mathesius in his paper “Zur Satzperspective in Modern Englisch” (1929) and in his book A Functional Analysis of Present-Day English on a General Linguistic Basis (1975). He engaged in grammar, phonology, and stylistics of English and Czech. His works about syntax (word order, functional sentence perspective) can be labelled as pioneer projects.

FSP theory is intended to examine communicative properties of sentences. The main premise is that the communicative goals of an interaction cause the structure of a sentence to function in different kinds of informative perspective. A sentence such as John has been taken ill may function as a statement of a person's state of health (John has been taken ill), as an identification of the person affected (John has been taken ill), or as an affirmation that the information conveyed is really valid (John has been taken ill). 

FSP entails dividing a sentence into two sections, one of which contains the starting point of the communication – the theme (T), and the other – the new information – the rheme (R). Where are we going today? – We are going (T) to the races (R). Here We are going are the starting point – the theme, and the adverbial modifier to the races contains the new information – the rheme. 

The usual position of the theme of an utterance is the beginning of the sentence, whereas the rheme occupies a later position. The reversed order is typical of emotionally coloured utterances started with what is the most important from the speaker’s point of view: Very ill (R) she looked, poor dear. 
(b) Geneva School. Ferdinand de Saussure was the founder of the Geneva school of linguistics. The Geneva School is noted for the role of Charles Bally and Albert Sechehaye in publishing F. de Saussure's course of lectures, and Sergei Karcevsky in transmitting F. de Saussure's doctrines to Moscow and Prague schools.
The most prominent scholar of the Geneva School was Charles Bally (1865-1947), who had been working together with Ferdinand de Saussure at the Geneva University and after his death delivered a course of lectures on General Linguistics. His significant works are French Stylistics (1909), General Linguistics and Issues of French (1932). He is regarded as the founding-father of linguistic theories of style and much honoured for his theories of phraseology.

(c) Copenhagen School. The Linguistic Circle of Copenhagen, or Copenhagen School, was founded in Denmark in 1931 under the leadership of Louis Hjelmslev (1899-1965). His most well-known book is ‘Prolegomena to a Theory of Language’ (in English translation) (1943). Together with Hans Jorgen Uldall he developed a new theory of language, which was called Glossematics (from the Greek glossa ‘language’; the term combines glossary with mathematics to indicate a formalized system of study.). 

The main concept in Glossematics is that language manifests two distinctions: content vs. expression and form vs. substance. These distinctions intersect to create 4 strata: content/substance, content/from, expression/substance, expression/form. 

plane of content [  substance: human thoughts

      language                                      form: meanings, lexical and grammatical

plane of expression [  substance: sounds, letters, etc. 

       form: linguistic forms

Language consists of external relationships between elements of different strata and internal relationships between elements in one strata. Such relations are of prime importance.
The object of linguistics is limited to the two inner layers – the form in the plane of content and the form in the plane of expression, that is, linguistics studies nothing but form. Being concerned with form over substance, which was a common structuralist heritage, the glossematicians carried this principle to its logical extreme. Their approach was intended as a thoroughgoing attempt to reshape linguistics as an exact science. L. Hjelmslev tried to frame a sort of linguistic calculus which might serve linguistics in the same way as mathematics served physical sciences. He claimed that glossematics ‘would be an algebra of language.’ The object of linguistics was the ‘language in the abstract’ – not concrete natural languages.

Glossematics is the rigorous study of language at the level of its most basic unit or component which carries meaning, the glosseme. The ultimate goal of the linguist who studies glossemes is the same as that of a physicist who studies atoms, to get a better understanding of the whole through study of the structure of the constituent parts. It is an abstracting form of structuralism, concerned with how ‘functives’ describe relationships among ‘terminals’ rather than with words themselves. 

L. Hjelmslev's ideas, which are now extensively used in the study of semantics, lie at the basis of componential analysis.

(d) American Descriptive School. The school of thought known as American structural, or descriptive, linguistics (the Descriptivist School), developed from the necessity of studying languages of the American Indian tribes. The Indian languages had no writing and, therefore, had no history. The comparative historical method was of little use here. Furthermore, the American Indian languages have little in common with the Indo-European languages; they are incorporating languages, devoid of morphological forms of separate words and corresponding grammatical meanings. It was the task of the linguist to discover for each language the categories of description appropriate to it. The main goal of linguistic effort was a description of an individual language (hence descriptivism as a designation of the American branch of structuralism). 

American Descriptive School began with the works of three scholars, Franz Boas, Edward Sapir, and Leonard Bloomfield.

A pioneer in this field was Franz Boas (1858-1942), a German-American anthropologist, who published descriptive studies of Native American languages, among them the first volume of the Handbook of American Indian Languages (1911), and wrote on theoretical difficulties of classifying languages. 

Edward Sapir (1884-1939) studied a great variety of indigenous languages (Indian and Malayo-Polynesian). In his seminal book Language (1921), he emphasized close relation of language to human culture and society, dealt with the relationship between language and extra-linguistic reality, language and thought. The book provides everything from a grammar-typological classification of languages (with examples ranging from Chinese to Nootka) to speculation on the phenomenon of language drift (change) and the arbitrariness of associations between language, race, and culture. 

Some suggestions of Edward Sapir about the influence of language on the ways in which people think were adopted and developed by his colleague and student Benjamin Lee Whorf (1897-1941). During the 1940s and later, this became known as the Sapir-Whorf hypothesis (SWH) (also known as the linguistic relativity hypothesis). It postulates a systematic relationship between the grammatical categories of the language a person speaks and how that person both understands the world and behaves in it.

Leonard Bloomfield (1887-1949) is considered to be the most outstanding representative of American Descriptive School. He was the main founder of Linguistic Society in America.

American structuralism as a school of thought ultimately derived from a single work which is widely acclaimed as a classic in modern linguistics, Leonard Bloomfield's Language (1933). His predominant concern was to establish linguistics truly as a science of language. The task that he saw was needed was twofold: (a) to delimit the role of linguistics in relation to other sciences, and (b) to develop the principles and concepts of linguistics into a well balanced and unified structure  (Stern, 1997: 136-137).
L. Bloomfield emphasized the need to be objective, to deal only with physically observable phenomena, and to develop a precise description and definition in order to make linguistics a true science. 

The data for a linguistic science are a given set of verbal utterances which constitute a corpus. The task of the linguist is to study the corpus of utterances and to discover regularities and structures, in other words, the langue in the specimens of parole. 

The principal value of Language lies in the closely argued and balanced presentation of the essential concepts which enable the linguist to analyze a language from sound to sentence (first the pronun​ciation, then the word-structure, then the sentence-structure of utterances). It gives approximately equal weight to the different levels of the analysis: phonology, morphology, and syntax. It omits, however, the semantic component (Stern, 1997: 137).

The period from the publication of Language in 1933 to the mid-1950s is commonly called the ‘Bloomfieldian era’ of linguistics. Linguists in the Bloomfieldian tradition continued to operate with the concepts developed by L. Bloomfield, to refine them, and to use them for more rigorous descriptions of languages. The outcome was, in the 1940s-1950s, many well-ordered, objective, detailed, and informative presentations of linguistics or of particular aspects of language by such writers as Bernard Bloch, Charles Fries, Martin Joos, Kenneth Pike, Eugene Nida, Zellig Harris (Ukrainian born American linguist), Henry Gleason, Archibald Hill, Charles Hockett, George Trager, Henry Lee Smith, Rulon Wells (Stern, 1997: 137-138). 

An important contribution of the Descriptivist School is the elaboration of techniques of linguistic analysis, provision of linguistics with rigorous scientific methodology. The main methods were the distributional analysis and Immediate Constituent (IC) analysis.

American Structuralism has had adherents in many parts of the world. In the mid-1960s it aroused violent opposition, and since the 1970s it has been overshadowed by linguistic theories with a different emphasis; but its influence is still present.
(e) Generative Syntactical and Universal Schools. No theory has probably ever created such a stir in linguistics as transformational generative grammar (TGG) did in the 1960s. The central figure in this approach is Noam Avram Chomsky (1928-, the son of Hebrew scholar William Chomsky who was from a town in Ukraine), a student of the structural linguist Zellig Harris. 

Noam Chomsky is credited with a ‘linguistic revolution’. His work established a dominant paradigm in linguistic studies. The 'Chomskyan revolution' falls into three phases. The first phase (1957-the early 1960s) was marked by the publication of N. Chomsky's first major work, Syntactic Structures (1957). In the next phase (the early 1960s-1967), TGG widened its scope, and the newer developments are represented in N. Chomsky's second major work, Aspects of the Theory of Syntax (1965). In the third phase (1967-the early 1970s), a new generation of linguists and former students of N. Chomsky, notably G. Lakoff, Ch. Fillmore, and J.D. McCawley, critically examined TGG and developed new directions by a shift of emphasis from syntax to semantics (Stern, 1997: 140).
The main purpose of Syntactic Structures was to investigate an area in which structural linguistics had made limited progress, namely syntax. In his approach to syntax, N. Chomsky changed the perspective of linguistic enquiry. Instead of examining a 'corpus of speech events', he focused on the linguistic 'knowledge' of a native speaker which enables him/her to produce and interpret sentences. According to N. Chomsky (1965: 4), the task of linguistics is to study competence, the knowledge of the language, or 'the underlying system of rules that has been mastered by the speaker-hearer'. 

TGG attempts to describe the tacit knowledge that a native speaker has of a language by establishing a set of explicit, formalized rules that specify or generate grammatical sentences of a language.

The main assumption of TGG is that any language consists of a limited number of kernel (basic) sentences. All the other linguistic forms, sentences of different structure, are derived (generated) from these kernel elements by means of transformations which constitute the transformational mechanism, a very important mechanism underlying language use. TGG presents each sentence as derived in accordance with a set of transformational rules from one or more kernel sentences. Good tests are short is made up from two kernel sentences: Tests are short and Tests are good.  

Syntax consists of two types of rules: phrase structure rules, which deter​mine the structure of a sentence, and transformational rules, which change the structure through operations that insert, delete, replace, or move sentence constituents. 

The phrase structure rule S → NP+VP defines a sentence as being comprised of a noun phrase and a following verb phrase: The dog (Noun Phrase) chased the man (Verb Phrase). 

The transformational rule NP1 + V + NP2 → NP2 + Aux + Ven + by + NP1 describes the transformation from active to passive: The dog chased the man. → The man was chased by the dog. 

Transformations turn active sentences into passive ones; reorder arguments in the dative alteration (He gave his mother some money → He gave some money to his mother); turn declarative sentences into interrogative (She loves summer → Does she love summer?), affirmative into negative (She saw him → She didn’t see him); derive nominal structures (The sea is rough → the rough sea); join kernel sentences into a compound or complex sentence (The man came to the window. The detective saw him. → The man came to the window and the detective saw him), etc.

The fact that a given sentence or phrase can be regarded as resulting from transformations of underlying strings led N. Chomsky to the notion of two levels of sentence representation: deep and surface structure. The deep structure represents the core semantic relations of a sentence, and is mapped onto the surface structure (which follows the phonological form of the sentence very closely) via transformations. The distinction between active and passive sentences (e.g., The dog chased the man and The man was chased by the dog) is the difference in their surface structure. However, the two sentences have identical deep structure.

In 1957, N. Chomsky tried to demonstrate that the grammar operates independently of semantic considerations by compar​ing two much quoted sentences: Colourless green ideas sleep furiously. Furiously sleep ideas green colourless. Both of them are equally meaningless, but only the former is grammatical (Stern, 1997: 143).
By 1965, a generative grammar had become a more complex affair. It had a syntactic, a phonological, and a semantic component. The syntactic component now included a lexicon as well as deep structures and transformations. Meaningless sentences such as 'Colour​less green ideas sleep furiously ', which the 1957 syntax could generate, would now be eliminated by lexical restrictions in the syntax before they reached the surface structure. However, syntax and semantics were still viewed as distinct components and the primacy of syntax was undiminished (Stern, 1997: 144).

Between 1967 and the early 1970s the importance of the role of semantics became the central topic of controversy. The argument was put forward that, instead of assuming a two-level syntax with rather complex relations to semantics, the deep-level syntax can in fact be considered identical with the semantic component which can then be directly related to the surface structures. In some later versions of TGG – Generative Semantics and Case Grammar – it became a question of the primacy of semantics versus the primacy of syntax in linguistic analysis (Stern, 1997: 144).

Generative School was a major force in linguistic formalism. Its most distinctive feature if the orientation to mathematical methods in linguistics and the effort to formalize the analysis of language.

This explicit system of rules in TGG had much in common with the types of rules found in mathe​matics. This mathematical point of view helps to explain the meaning of the term generative, which is used to describe this type of grammar. If you have an algebraic expression like 3x + 2y, and you can give x and y the value of any whole number, then that simple algebraic expression can generate an endless set of values, following the simple rules of arithmetic. When x=5 and y=10, the result is 35. When x=2 and y= 1, the result is 8. The endless set of such results is ‘generated’ by the operation of the explicitly formalized rules. If the sentences of a language can be seen as a comparable set, then there must be a set of explicit rules which yield those sentences. Such a set of explicit rules is a generative grammar (Yule, 1996: 101).

The main achievements of the Generative School as far as research methods are concerned, are the transformational analysis and semantico-syntactical analysis (case grammar).
Chomskyan linguistics, beginning with Syntactic Structures, challenges structural linguistics. The new perspectives of language offered by transformational genera​tive grammar led to a violent rejection of structuralism (Stern, 1997: 144-146).

(1) TGG recognized language as a 'rule-governed' system. Structural linguistics treated a language as a collection of habits. 

(2) Structural linguists based their language descriptions on the analysis of a given corpus, the utterances (performance or parole) of native speakers. TGG concerned itself with the native speaker's competence (implicit internalized knowledge of a language) rather than actual performance (actual use of language in real situations), which may or may not fully reflect a speaker’s competence, being subject to such nonlinguistic factors as inattention, distraction, memory lapses, fatigue, emotional state.

(3) Structural linguistics was only concerned with surface structure. Because TGG emphasized the difference between deep and surface structure it was believed that it could deal more effectively with structural similarities, differences, and ambi​guities, and could provide better insight into language.
(4) Because of its emphasis on formal aspects structural linguistics was accused of neglecting meaning. By the mid-1960s TGG had incorporated a semantic element, and it was therefore able to meet the charge against structuralism of an excessive concern with the purely formal characteristics of a language. 
(5) Structural linguistics was accused of over-emphasizing the differences between languages and the unique characteristics of each language. TGG, on the other hand, concerned itself with the common elements, the universals, underly​ing all natural languages. 

‘Chomsky’s definition of grammar differs from both traditional and structuralist theories, in that he is concerned not only with a formal descriptive system but also with the linguistic structures and processes at work in the mind. He sees such structures as universal and arising from a genetic predisposition to language’ (The Oxford Companion, 1992: 214).

After undergoing several significant revisions in the 1970s, TGG emerged as Universal Grammar (UG), based on the theory of syntax known as Principles and Parameters theory (P&P) or Government and Binding theory (GB), named after N. Chomsky’s book Lectures on Government and Binding (1981). 

The Principles and Parameters theory makes strong claims regarding universal grammar: that the grammatical principles underlying languages are innate and fixed, and the difference among the world languages can be characterized in terms of parameter settings in the brain (such as the pro-drop parameter, which indicates whether an explicit subject is always required, as in English: He’s going home, or can be optionally dropped, as in Spanish: Va a casa), which are often linked to switches. In this view, a child learning a language need only acquire the necessary lexical items (words, grammatical morphemes, and idioms) and determine the appropriate parameter setting, which can be done based on a few key examples.

In his Minimalist Program (1995), N. Chomsky attempts a major overhaul of the linguistic machinery involved in the P&P model, stripping from it all but the barest necessary elements, advocating a general approach to the architecture of the human language faculty that emphasizes principles of economy and optimal design.

Noam Chomsky remains one of the most influential linguists in the world today (Бацевич, 2000: 9). He was cited as a source more often than any other living scholar during 1980-1992, and is the eighth-most cited scholar in any period. His theories are still popular, particularly in the United States, but they have never been free from controversy. Responses to them have ranged from ‘extreme enthusiasm, sometimes verging on fanaticism, through a sober and reflective interest, to fierce rejection by some traditionalist, structuralist, and other critics’ (The Oxford Companion, 1992: 215).

(f) London (British) School. London School of linguistics was founded by John Rupert Firth (1890-1960), who was Professor of General Linguistics at the School of Oriental and African Studies in London. Most of his early publications, apart from two popular books Speech (1930) and Tongues of Men (1937), were concerned with phonology. He elaborated the theory known as ‘prosodic analysis’ that stemmed from his Sounds and Prosodies (1948). The Technique of Semantics (1957) lays the foundations of his basic theory. 

J.R. Firth argued that language must be studied at all levels in its context of situation and with an emphasis on meaning. The linguist has to study the ‘text’, i.e., the corpus of utterances, (a) in their linguistic environment or context, i.e., in relation to surrounding language items, and (b) in their context of situations, i.e., in relation to nonverbal constituents which have bearing on the utterance, such as persons, objects, and events (Stern, 1997: 138).

We notice meaning of words by watching what happened before, during, and after the words were spoken, by noticing the part played by words in what was going on. The people, their specific behaviour, the relevant things, events, and the words are all component terms in the context of situation. Meaning is best regarded as a complex of relations of various kinds between the component terms of a context of situation. 

J.R. Firth treated meaning as function in context. The move away from the identification of meanings simply as what is referred to (since with many words no such referent is readily available), towards the inter​pretation of meaning as function in context (how words and combinations of words are used) is considered to be one of the most valuable contributions to semantics made by J.R. Firth.
At a time when few linguists, other than lexicographers, devoted much attention to the study of lexis, J.R. Firth, repeatedly stressed the importance of lexical studies in descriptive linguistics. He argued that ‘you shall know a word by the company it keeps’ (Firth, 1957: 11). His familiar example was that of ass which occurs in you silly ass, don’t be such an ass and with a limited set of adjectives such as silly, obstinate, stupid, awful, and (occasionally) egregious. 

J.R. Firth was concerned with interesting co-occurrences, the ‘mutual expectancy of words’, as he put it. He saw collocation as just one of the levels of meaning. His students, the so-called neo-Firthians, John Sinclair and Michael Halliday attempted to integrate it more closely to the other levels of linguistic analysis, to argue, for instance, that it may be handled within the level of lexis, which is related in a fairly direct and, in theory, precise way to grammar.

Fundamental tenets of Firthian linguistics laid the foundation of the new linguistic theory making use of the corpus-based computational techniques – corpus-based Lexico-Grammar. The published evidence of this linguistic theory is a new substantial descriptive grammar of English, the Collins COBUILD English Grammar (1990) developed at the University of Birmingham. Its editor-in-chief is John Sinclair (1933-2007), Professor of Modern English Language at Birmingham University, who pioneered work in corpus linguistics and was the founder of the COBUILD (Collins Birmingham University International Language Database) project.

A cornerstone of Lexico-Grammar is the belief that a description of the language should be organized much more closely around the ways in which words behave than around abstract structures into which we can slot words. The central tenet of lexico-grammar is that language consists of grammaticalized lexis, not lexicalized grammar (Lewis, 1997: 33). There is the tendency to shift explanation from facts about constructions to facts about words. 

Many English words have several meanings and uses. Each meaning of a word may well have its own grammar. Different meanings of a word are likely to occur in different structures. A verb such as see in its physical meaning is likely to go along with noun that means what was seen, or perhaps an adverb such as well. When see is used to mean ‘understand’ it will be followed by a that-clause (Collins Cobuild English Grammar, 1990: viii).

Within a strictly lexical approach, syntax is simply treated as part of the properties of individual lexical items. Contemporary syntactic theories seem to be converging on the idea that sentence structure is generally predict​able from word meanings.

One of the central specifically linguistic ideas of the Lexico-Grammar is that of collocation. Collocation is the readily observable phenomenon whereby certain words co-occur in natural text with greater than random frequency (Lewis, 1997: 8). English speakers typically pay a visit, less typically make a visit, and are unlikely to perform a visit. They typically break rules but they do not break regulations; they typically talk of wasting time but not of squandering time. Researchers have demonstrated the overriding importance of collocation: it is possible that up to 70% of everything we say, hear, read, or write is to be found in some form of fixed expression.

J. Sinclair (1988) suggested the need for two models of language: the open choice principle and the idiom principle. The open choice model of language divides grammar and lexis, and uses grammar to provide a string of lexical choice points. The principle of idiom is that a language user has available to him a large number of semi-preconstructed phrases that constitute single choices, even though they might appear to be analyzable into segments. The idiom principle is far from being a rather minor feature.
A British linguist Michael Halliday (1925-), Professor of Linguistics at the Universities of London and Sydney, elaborated and systematized the theoretical concepts sug​gested by J.R. Firth. He developed an internationally influential grammar model, the systemic functional grammar (SFG), which also goes by the name of systemic functional linguistics (SFL). The term systemic is used to refer to the view of language as a network of systems, or interrelated sets of options for making meaning. The term functional is used to indicate that the approach is concerned with meaning.

SFG is concerned primarily with the choices that are made available to speakers of a language by their grammatical system. These choices are assumed to be meaningful and relate speakers’ intentions to the concrete forms of a language. SFG seeks to present a view of language in terms of both the structure (grammar) and the words (lexis) (like lexicogrammar).

Meanings in SFG are divided into 3 broad areas, called meta-functions: the ideational, the interpersonal, and the textual. The ideational is grammar for representing the world (e.g., The sky is blue). The interpersonal is grammar for enacting social relationships such as asking, asserting control, or ordering (interaction between human beings, society, and culture). The textual is grammar for binding linguistic elements together into broader texts (via pronominalization, grammatical topicalization, thematization, etc.).

SFG is a radically different approach to language from Noam Chomsky’s. A way to understand the difference in concerns between functional and generative grammars is through N. Chomsky’s claim that ‘linguistics is a sub-branch of psychology’. M. Halliday investigates linguistics as though it were a sub-branch of sociology. SFG therefore pays more attention to pragmatics and discourse semantics, at the expense of an easily computable formalism.

(g) French (Sociolinguistic) School is represented by French structural linguists Antoine Meillet, Joseph Vandries, Lucien Tesniere, Emile Benveniste, Andre Martinet who laid the foundations of Sociolinguistics. They stressed the social character of language, dealt with social functioning of language and social causes of linguistic changes, language norm and progress in language, etc.

Antoine Meillet (1866-1936), a student of F. de Saussure, was one of the most important French linguists in the early 20th century. He was the head of the French Linguistic Society having written books on comparative studies of nearly all the groups of Indo-European languages. Like F. de Saussure, he stressed the social character of language. Language exists as long as society, and human societies would not be able to function without language. 

Lucien Tesniere (1893-1954) engaged in synchronic studies of Slavonic languages, but his importance in the history of linguistics is based on his syntactic theory known as dependency grammar, exposed in his book Elements de syntaxe structurale (‘Elements of Structural Syntax’) published posthumously (1959). In the sentence, the verb is seen as the highest level word, governing a set of complements, which govern their own complements themselves. The grammatical subject is considered subordinate to the verb (being, nevertheless, its prime actant). Actants (nouns and their equivalents) and surconstants (adverbs and their equivalents) are immediately subordinated to the verb. A great number of the scholar’s terms (actant, surconstant, valency, diathesis) became firmly rooted in linguistic descriptions.

Emile Benveniste (1902-1976) was mostly engaged in Indo-Euro​pean studies. Here he tried to synthesize the traditions of the 20th century with the ideas of structuralism. Among his numerous publications on this theme is a two volume work A Dictio​nary of Indo-European Social Terms (1970). There are a num​ber of works on concrete Indo-European languages and groups of languages, especially on Iranian and Indo-Arian. 

In his article The Levels of Linguistic Analysis, he ad​vanced the criteria, which served as the foundations of delimiting lan​guage levels and their description. He was also engaged in the problems of syntactic theory, verbal categories, pronouns, the distinction of human language from the languages of animals, etc. 

Andre Martinet (1908-1999) is one of the most prominent representatives of French structuralism who wrote books on topics ranging from historical linguistics to general linguistic theory. The best known of them are: The Principle of Economy in Phonetical Changes (1955) and Fundamentals of Gen​eral Linguistics (1960), which is a continuation of a sociological approach to language.

3.3. Characterization of linguistics today. Directions 

in modern linguistic research 

Linguistics is usually defined as ‘the science of language’ or ‘the scientific study of language’. It is an active and growing field of study, far from approaching a state of finality. Theories battle with each other. New concepts, new models and changes in emphasis come and go (Stern, 1997: 147).

Linguists tend to think of themselves as scientists and of their activities as following the methodology of science. They observe phenomena, hypothesize, and test whether they are correct. If they are incorrect, they revise their hypotheses and test again. When they find where they are wrong, they can improve their formulation and account for a wider range of data than before. Linguistic study, from this point of view, is a dynamic, ongoing, creative task, subject to constant criticism and revision (Delahunty, Garvey, 1994: 21-22).

Linguistics shares with other sciences a concern to be objective, systematic, consistent, and explicit in its account of language. Like other sciences it aims to collect data, test hypotheses, devise models, and construct theories (Poluzhyn, 2004: 258-259).

As a science, linguistics cultivates a rational outlook upon language. The linguist takes an objective view of language and all linguistic phenomena. In that respect modern linguistics follows the tradition set by the study of comparative philology in the 19th century.

Linguists do not deny that language use has a strongly emotional component and that language can be valued aesthetically (e.g., French is a beautiful language). But as linguists they study language and reflect on it in a detached and dispassionate way: This is the way Lx functions. This is the way Ly is (Stern, 1997: 122).

In principle, linguistics is concerned with all languages and every aspect of language. There are two broad approaches to linguistics, the generalist, when linguists consider the general phenomenon of human language, of which particular languages are examples; and the particularist, when linguists treat particular languages: English, French, Chinese, etc. (James, 1998: 1-2).

Linguists are divisible into those who choose to study one, or each, language in isolation, and those whose ambition and methods are comparative. Comparative (or Typological) Linguistics proceeds from the assumption that, while every language may have its individuality, all languages have enough in common for them to be compared and classified (James, 1998: 2). A substantial part of linguistic investigation concerns the nature of the similarities and differences among the languages of the world.

Modern linguistics is a theoretical science. It formulates explanations (theories) which are designed to account for the phenomena of language. For many linguistic scholars the central purpose of linguistics is the development of theories on aspects of language and a general theory of language (Stern, 1997: 122). When linguists try to establish general principles for the study of all languages, they practice Theoretical (or General) Linguistics.

Theoretical linguists try to understand what they observe and explain why human languages are as they are. To do this, they construct models of language. Models are graphic portrayals of the design of languages, e.g., a model might sketch out a syntactic component with different types of rules. Theoretical linguists formulate general statements about what is and what is not possible in human languages (general principles that govern language). They also define the basic concepts and principles of sub-disciplines within the field and devise analytic techniques that can be used in the study of language (Delahunty, Garvey, 1994; 20).

Modern linguistics is also an empirical science making detailed observations on particular lan​guages to confirm or refute generalizations. Linguistics observes and analyses data found in natural languages, following the general principles of empirical research procedures (Stern, 1997: 122). 

Modern linguistics is also a descriptive discipline. One of the major functions of linguistics is language description. The importance of comprehensive descriptions of languages was not clearly acknowledged before descriptive linguistics in the 1940s and 1950s provided both methods and results of language analysis. Likewise, the contrastive studies of the 1950s and 1960s were founded on principles of (comparative) language description (Stern, 1997: 185). When linguists concentrate on establishing the facts of a particular language system, they practice Descriptive Linguistics.

The emphasis on theory or description has varied among the scholars. Some regard the descriptive tasks as the primary object of linguistics. Linguistics is for them a largely 'taxonomic' science like botany. Others regard the theoretical statements about language, the discovery of language 'universals', and, thus, the creation of an understanding of the essential nature of language as the most important. These two strands, the theoretical and the descriptive, are both of importance to linguistics (Stern, 1997: 122-123).

As scientists linguists accept language as they find it. Their job is to observe what is and to explain why it is so. It is not their function to improve the language, to prevent deterioration, to warn against its corruption by the cultivation of 'good usage'. The study of linguistics is, therefore, a descriptive, not a prescriptive, science. This feature contrasts a scientific study of language with a normative approach to it – perfectly legitimate in language teaching and other forms of language education (Stern, 1997: 123).

Modern linguistics is characterized by the predominance of synchronic treatment. In the 19th century, the dominant approach to any scientific study of language was historical. Some linguists, however, still pursue this historical interest nowadays; they lump languages and seek to reconstruct the very ancient language (proto-proto-language) that would have been the progenitor of each lump.

Modern linguistics has many branches of specialization and encompasses a number of sub-fields. Linguists may specialize in some subpart of the linguistic structure (from sound to meaning): Phonetics, the study of the physical properties of sounds in human language; Phonology, the study of sounds as abstract categories in the speaker’s mind that distinguish meaning; Lexicology, the study of lexis or vocabulary; Grammar, the study of language structure, which encompasses Morphology (formation and alteration of words) and Syntax (the way words combine into phrases and sentences); Semantics, the study of meaning; Pragmatics, the study of how utterances are used in communicative acts; Discourse analysis, the analysis of language use in texts (spoken, written, or signed).

Intersecting with these domains are fields arranged around external factors that are considered: Stylistics, the study of styles of a language and its stylistic devices; Etymology, the study of the history of words; Historical (diachronic) linguistics, the study of language change; Evolutionary linguistics, the study of the origin and subsequent development of language.

‘Because language is so central to the conduct, expression, and communication of human experience, activity and creativity, systematic studies of it can creep into other fields, such as communication, literary criticism, philosophy, psychology, sociology, anthropology, neurology, and even computer programming and artificial intelligence’ (Jefferies, 1992: 118). 

Consequently, there are marginal linguistic disciplines in close contact with other branches of science (interdisciplinary fields): Sociolinguistics, the study of language and social groups, social patterns of linguistic variability; Psycholinguistics, the study of the psychological and neurobiological factors that enable humans to acquire and use language; Neurolinguistics, the study of the brain networks that underlie communication; Cognitive linguistics, the study of the cognitive processes underlying language use; Biolinguistics, the study of natural as well as human-taught communication systems in animals compared to human language.

Applied linguistics puts linguistic theories into practice in areas such as language teaching, lexicography, translation, language policies, speech therapy, speech pathology. Branches of applied linguistics are: Language education, the teaching and learning of a language; Lexicography, the application of linguistic theory to compile dictionaries; Translation Studies, the description and the application of translation; Computational linguistics, the study of computational implementations of linguistic structures (computer parsers, artificial intelligence (speech recognition and synthesis), machine translation); Forensic linguistics relates to the interface between language, the law, and crime (simplification of legal documents; documenting the identities of tape-recorded human voices in trials; identifying the author of threat letters); Clinical linguistics, the application of linguistic theory to the area of speech-language pathology; Language planning and policy, the application of linguistic theory to establish standardized national languages, protect and promote regional and ethnic languages. 

In the course of the 20th century the scientific emphasis gradually shifted from the study of speech sounds (phonetics and phonology) to grammar (morphology and syntax) then to meaning (semantics, pragmatics) and the study of texts (discourse analysis).

Recent developments in linguistics involve the shift from microlinguistic to macrolinguistic approach (James, 1998: 1-2).

Microlinguistics (code linguistics) presents a traditional view of linguistics: the view that language is a self-contained calculus, a mechanism for the production of sentences. The formal system of any language which linguists set out to describe has been called langue, competence, or code (James, 1998: 98).

To gain access to the code ‘underlying’ a language, linguists disregard much that goes into language (seen as irrelevant or complicating factors) through the ‘idealization of data’ (Lyons, 1972; cited in James, 1998: 98). There are three ways in which data is idealized: (a) regularization: false starts, hesitations, backtracking, mixed constructions in spontaneous speech are regularized out of the data for linguistic analysis; (b) standardization: selection of the Standard dialect for description, (c) decontextualization: a sentence is removed from the company of the sentences that precede or follow it in a text (its context or co-text), or by being separated off from the real-world situation in which it is used (its context of situation).
With certain notable exceptions (J.R. Firth) the 20th century linguistics saw as its goal the description of the linguistic code without making reference to the uses to which the code is put, or how messages carried by this code are modified by the contexts.

‘One can see this tendency to analyze the isolated structures of language taken to an extreme by glancing, for example, at one of the goals that generative syntax has set for itself. This is to construct a context-free grammar of human language, to develop a highly abstract theory which describes and explains the workings of the syntactic, or grammatical, structures of human language’ (Jefferies, 1992: 119). Within theories coming out of this view, linguists try to represent what it is that human beings know when they know a human language, and they are not concerned about how people use this knowledge in their day-to-day lives (Jefferies, 1992: 119).

Macrolinguistics is what Victor Yngve calls ‘broad’ or ‘human’ linguistics, the goal of which is to achieve a scientific understanding of how people communicate (cited in James, 1998: 100-101). Attention has shifted from the code to a process: the process of communication (language as communication). 

The following points emerge to characterize macrolinguistics: (a) a concern for communicative competence; (b) an attempt to describe linguistic events within their extra-linguistic (socio-cultural) settings; (c) the search for units of linguistic organization larger than the single sentence (James, 1998: 101). It involves the shift of interest in linguistic theory towards semantics, pragmatics, discourse analysis, sociolinguistics. They are less concerned with the analysis of language, than with the relations between language and context and between language and language user.
From roughly 1980 onwards, pragmatic (communicative functional) and cognitive approaches to linguistic analysis have steadily gained ground both in the United States and in Europe. A number of linguists took a lead in advancing a more semantic, more social, or more communicative view of language. 

Pragmatics studies communicative functional characteristics of linguistic units in a particular situational context of utterance. Linguistic expressions having overtly the same structure may be functionally different (i.e., have different communicative functions) depending on the situational contexts in which they were uttered. Come with no delay can imply order, command, a polite request, or a kind favour. What are you doing? may be a question or a strong warning. I’ll watch you may state the fact as well as express a threat or a promise. These sentences differ in their pragmatic aspect.

Orientation towards the literal meaning which arises from the language meaning of the components of the utterance may result in the so-called pragmatic failure in conversational interaction. What the speaker means by an utterance is not necessarily closely related to the literal meaning of the utterance at all. There can be interesting discrepancies between speaker-meaning and sentence-meaning. ‘Linguistics is fascinating’ said ironically may be intended by the speaker to communicate ‘Linguistics is deadly boring’ (Levinson, 1985: 17). The difference between literal and intended meaning is one of the central problems of pragmatics.

Joanna Channell (1994: 31) setting out her approach to pragmatics, gives the axiom: semantics + pragmatics = meaning. Pragmatics studies those aspects of meaning which arise from language use in context and situation, with particular reference to the assump​tions and inferences which participants make and the purposes for which they use particular utterances. 

The first representatives of linguistic pragmatics were the authors of the speech act theory John L. Austin (1911-1960) and John R. Searle (1932-). Among other scholars concerned with pragmatics are Herbert Paul Grice, Penelope Brown, Stephen C. Levinson, Geoffrey N. Leech, George Yule, Anna Wierzbicka. 

Central topics in pragmatics encompass the study of speech acts, conversational implicature, presupposition, and deixis.
Discourse analysis (discourse studies) is concerned with the study of language use ‘beyond the sentence’. Linguistic investigation can no longer treat the sentence as the ultimate unit. Language does not occur in stray words or sentences, but in connected discourse. Linguistics has moved from isolated sentences to connected text passages, dialogues, descriptions, and narratives.

Discourse analysis began to develop in the late 1960s and 1970s. A lot of scholars were concerned with discourse analysis, including William Labov, Mikhail Bakhtin, Norman Fairclough, Michel Focault, John J. Gumperz. One prominent instance is the work of Teun A. van Dijk (1943-), Professor at the University of Amsterdam, who has been more responsible than any other person for integrating the field of discourse analysis. He founded 6 international journals, e.g., Text & Talk, Discourse & Society, Discourse Studies, Discourse & Communication and the internet journal in Spanish Discurso & Sociedad, of which he still edits the last four.
Discourse analysis is mainly concerned with the following issues: structure of conversations, stories, various forms of written text; meaning and context in discourse; the subtleties of implied (hidden) meanings; cohesion and coherence; text-to-text comparison tracing the influence of one sort of text or genre upon another (intertextual approach); nonverbal means of communication, which accompany speech (postures, gestures, facial expressions); broader social characteristics of communication; genres of discourse (e.g., political, religious, academic discourse); ideological use of language associated with power relations and social discrimination (racist and sexist discourse); linguistic manipulation. 

Considerations of meaning in general, and particularly of how language, meaning, and society interrelate are still quite recent concerns. Discourse analysis is therefore a relatively new area of importance to linguistics, which is moving beyond its earlier ambitions to describe sentences (Jaworski, Coupland, 2002: 4). 

Cognitive linguistics endeavours to explain facts about language in terms of known properties and mechanisms of the human mind/brain. It is divided into cognitive semantics, cognitive approaches to grammar, and cognitive phonology. 

Cognitive linguistics began to develop in the 1970s. The most influential linguists working along these lines were Wallace Chafe, Charles Fillmore, George Lakoff, Ronald Langacker, Leonard Talmy. The international journal Cognitive Linguistics appeared in 1990. In the 2000s, cognitive linguistics develops as a world-wide discipline.

Cognitive linguistics is today represented by three main approaches: the experiential view, the prominence view, and the attentional view of language (Ungerer, Scmid, 1996: x-xiv). 

The main claim of the experiential view is that instead of postulating logical rules and objective semantic features on the basis of theoretical considerations, a more practical and empirical path should be pursued. One can ask language users to describe what is going on in their minds when they produce and understand words and sentences. As experiments have shown, people will not only state that, for instance, a car has a box-like shape, that it is driven by an engine and equipped with a steering wheel and brakes. It will also be mentioned that a car is comfortable and fast, that it offers mobility, independence and perhaps social status. Some people may connect the notion of car with their first love affair, or with injury if they were once involved in an accident. By adding these attributes, people include associations and impressions which are part of their experience. These attributes collected from laypersons seem to reflect the way we perceive the world around us and interact with it. 

Cognitive linguists believe that our shared experience of the world is also stored in our everyday language and can thus be gleaned from the way we express our ideas. For this they examine figurative language, especially metaphors. Imagine that someone describes the car owner’s reaction to the breakdown of his car with the words ‘Dad exploded!’ In order to get a full grasp of this utterance and the notion of anger expressed, we will call up our knowledge of actual explosions of gas stoves, fireworks, and bombs. Experiential view implies that metaphors are no longer regarded as ornamental figures of speech (as in traditional stylistics), but are understood as important cognitive tools for conceptualization of abstract categories. This means that metaphors are not just a way of presenting ideas by means of language, but a way of thinking about things.

Another cognitive approach is concerned with the selection and arrangement of the information that is expressed. The sentence The car crashed into the tree might be a description of the circumstances that led to the car's breakdown. This sentence seems to describe the situation in a fairly natural way. In comparison, other ways of relating the accident such as The tree was hit by the car seem somehow strange and unnatural. The reason is that the moving car is the most interest​ing and prominent aspect of the whole situation and, therefore we tend to begin the sentence with the noun phrase the car. The selection of clause subject is determined by the different degrees of prominence carried by the elements involved in a situation. The prominence view provides one explanation of how the information in a clause is selected and arranged. 

An alternative approach, the attentional view, is based on the assumption that what we actually express reflects which parts of an event attract our attention. The sentence The car crashed into the tree selects only a small section of the event that we probably conjure up in our minds: how the car started to swerve, how it skidded across the road and rumbled onto the verge. Although all this happened before the car hit the tree, it is not mentioned because our atten​tion is focused on the crucial point where the path of the car ended. Prominence and attention allocation seem to be no less relevant for syntactic analysis than the rule-based description of transformational generative grammars.

The history of linguistics is seen as a consecutive change (or coexistence) of five dominant linguistic paradigms (i.e., approaches to language study with distinct sets of principles of study and methods of research): (1) comparative historical (genetic), (2) systemic-structural (taxonomic), (3) generative syntactical (formalist) and universal, (4) pragmatic (communicative functional), and (5) cognitive.

Linguistics of the beginning of the 21st century is an eclectic symbiosis of various methodologies and linguistic paradigms, which is a logical consequence of methodological upheavals and linguistic revolutions of the previous century (Селіванова, 2006: 3). 

At present, linguistics has splintered into well-entrenched approaches that are roughly equal in prestige and the field as a whole is coming under the shadow of emerging megadisciplines like cognitivism and connectionism (Poluzhyn, 2004: 10).

REVISION TASKS

· Choose the correct answer(s) to complete the sentences. One or more answers may be correct. 
1. _____ attempts to describe and explain the evolution of languages and the relations among them.

A. Descriptive linguistics 
C. Synchronic linguistics

B. Cognitive linguistics
D. Historical comparative 

linguistics

2. Ferdinand de Saussure was the founder of _____ 

A. cognitive linguistics 
C. structural linguistics

B. pragmatics

D. functional linguistics

3. The Prague School founder and its first president was _____

A. Bohuslav Havranek
C. Bohumil Trnka   

B. Vilem Mathesius  
D. Roman Jakobson 

4. Contributions of the Prague School lie in the domains of _____ 

A. phonology 

C. discourse analysis

B. functional syntax
D. semantics
5. _____ theory entails dividing a sentence into two sections, one of which contains the starting point of the communication – the theme (T), and the other – the new information – the rheme (R).


A. FSP 


C. SFG


B. IC


D. TGG

6. The basis of phonology was laid by Nikolay Trubetzkoy in his book _____

A. Sounds and Prosodies
C. Syntactic Structures
B. Language

D. Principles of Phonology
7. The most prominent scholar of the Geneva School was _____


A. Antoine Meillet

C. Charles Bally


B. Eugene Nida

D. Zellig Harris

8. Lucien Tesniere, Emile Benveniste, and Andre Martinet are representatives of _____ 

A. Prague School 
C. French School

B. Geneva School
D. American School 

9. Louis Hjelmslev claimed that _____ is an algebra of language. 


A. generative grammar
C. case grammar


B. generative semantics
D. glossematics
10. American Descriptive School began with the works of _____ 

A. Franz Boas 

C. Edward Sapir 

B. Leonard Bloomfield 
D. Noam Chomsky

11. The Generative School was a major force in linguistic _____ 

A. lexicalism 

C. formalism

B. descriptivism 

D. functionalism
12. _____ postulates a systematic relationship between the grammatical categories of the language a person speaks and how that person both understands the world and behaves in it. 

A. Sapir-Whorf hypothesis
C. Linguistic relativity hypothesis

B. Universal Grammar
D. Lexico-Grammar

13. _____ is credited with a ‘linguistic revolution’.


A. Teun A. van Dijk
C. Noam Chomsky


B. John Sinclair

D. Leonard Bloomfield 

14. The main notion of _____ is that any language consists of a limited number of kernel sentences. 

A. IC 


C. UG       

B. TGG


D. GB          

15. London School of linguistics was founded by _____

A. John Rupert Firth
C. Michael Halliday

B. John L. Austin

D. John Sinclair
16. One of the cornerstone linguistic ideas of the Lexico-Grammar is that of _____

A. collocation

C. macrolinguistics       

B. etymology

D. pragmatics    

17. Modern linguistics is _____ 

A. a theoretical science
C. a descriptive science

B. a prescriptive science 
D. an empirical science 
18. _____ is the study of natural and human-taught communication systems in animals compared to human language. 

A. Forensic linguistics
C. Biolinguistics 

B. Clinical linguistics
D. Sociolinguistics 

19. Marginal linguistic disciplines are exemplified by _____ 

A. Pragmatics 

C. Sociolinguistics

B. Psycholinguistics 
D. Evolutionary linguistics

20. Discourse analysis started to develop in _____

A. the late 1960s 

C. the late 1980s

B. the late 1970s 

D. the late 1990s

21. Cognitive linguistics is represented by several approaches to language: _____ 

A. the experiential view
C. the interrelated view 

B. the attentional view
D. the prominence view 

22. Dominant paradigms in linguistics are _____ 

A. cognitive

E. pragmatic

B. comparative historical 
F. generalist

C. generative

G. particularist 

D. lexical

H. systemic-structural

Unit 4

____________________________________

BASIC ASSUMPTIONS OF LINGUISTIC 

ANALYSIS

____________________________________

4.1. Language as a system

Interest in language, how it originated, how it works and develops, has existed from time immemorial. In the course of the history of linguistics, many different views on language have been put forward. For a long time, the word language was a general notion used to mean ‘the entire communicative means of people’. 

Many researchers are interested in language – philosophers, psychologists, logicians, sociologists, as well as linguists. Since language is closely connected with thinking and is considered a vehicle of thought, it has fallen under the scrutiny of philosophers. Logicians study the laws of thinking and their reflection in language. Language is of social character by its origin and thus draws the attention of sociologists. 

Many definitions of language have been made by different thinkers and scholars.

Georg Hegel (1770-1831), a German philosopher, said that ‘language is the art of theoretical intelligence in its true sense, for it is its outward expression.’

Ferdinand de Saussure (1857-1913), the famous Swiss linguist, defined language as ‘a system of signs expressing ideas.’

Benedetto Croce (1866-1952), an Italian philosopher and historian, said that ‘language is an articulated limited sound system organized for the purpose of expression.’

Edward Sapir (1884-1939), an outstanding American linguist, considered language to be a ‘purely human and non-instinctive method of communicating ideas, emotions, and desires by means of a system of voluntarily produced symbols.’ 

As a most complex entity, language is defined depending on which aspects have been singled out for research. Seen in the light of its function or functioning, language can be considered a means of communication between people and, as such, a means for shaping, expressing, and conveying thoughts. From the point of view of its mechanism, language is a set of certain elements and rules for using these elements, i.e., for combining them. If we focus on its existence, we can describe language as the result of a collective social habit of ‘producing’ language items and entities out of phonic substance by linking certain sounds with certain meanings. Semiotics will regard language as a system of signs, i.e., material objects (sounds), whose qualities enable them to designate something that is outside them. In terms of the theory of information, language is a code used to encode semiotic information (Solntsev, 1983: 13).

Various definitions agree that language is a system. The idea that language is a system made up of a collection of units was elaborated by Ferdinand de Saussure. 

Language in modern linguistics is looked upon as a system of relationships or as an elaborate structure of mutually supporting parts, arranged in some hierarchical order (the systemic approach to language study). In that sense all modern linguistics, regard​less of the particular school of thought, is ‘structural’. A linguistic description identifies and explains the units or constituent elements that make up the language system and shows how they interrelate and interact. It is therefore not enough to accumulate and enumerate observations on the language. The linguist aspires to reveal the workings of a language as a unified system (Stern, 1997: 126).

A system is an integral unity made up of discrete interrelated or interdependent parts or elements. In other words, a system is a set of elements and relations between these elements. 

An element, or elementary object, of a system is a certain object which possesses a number of properties and has certain relations with other objects within the system. A system’s element may be a rather complex object (a system in its own right), yet within this particular system it is indivisible. 

Relation is an existing connection, association, correlation, dependence, or interdependence among elements.

Structure is a set of intra-systemic relations between the system’s elements – a system’s internal organization or ordering.

A system is an ordered object and has interrelated and interdependent parts or elements. Any accidental, chaotic, or irregular conglomeration of things, like a pile of children’s toys or a garbage dump, is not a system. 

The transition from chaotic to ordered objects, i.e., from non-systems to systems, is gradual. A pile of stones is not a system since it lacks features of internal ordering. Yet such a pile is not just many scattered stones. If we remove some from beneath those on top, the pile will collapse. This is an example of rudimentary interconnection, and, consequently, a system in its early stages (Solntsev, 1983: 15). 

An object becomes a system only when the relations between its component parts become complicated enough to make up an internally ordered organization, i.e., structure. 

In terms of the nature of the elements constituting a system, systems can be divided into ideal and material (Solntsev, 1983: 17).

Ideal systems consist of ideal objects, i.e., concepts or ideas linked through certain relationships. An ideal system (a system of concepts or ideas) is a system of a certain kind of information which is called semantic information. This information is recorded by means of some material substance, which thus becomes its carrier. As a result, the ideal system is represented by some material system, to which people assign the function of storing an ideal system. 

Material systems consist of interrelated material elements. A stone or any other material object will be such a system as it consists of elements (molecules) and of links between them (molecular bonds). The totality of a system’s material elements constitutes the material substance of the system. 

Material systems can be relatively simple or complex. 

Simple material systems consist of relatively homogeneous units interacting with one another. 

Complex material systems are made up of relatively autonomous parts – subsystems – which have elements of their own. In such systems, elements may group together in most diverse ways, with relations and interrelations between them being direct, indirect, weak, or strong. Besides, some parts (elements) of complex systems may have no interrelations or interaction whatever, being linked with one another only through belonging to the same whole.

Material systems may be either primary or secondary.

Primary material systems are made up of elements which are in themselves of value to the system because of their material properties. Primary material systems may be artificial and natural. Natural systems may be organic and non-organic.

Secondary material systems are made up of elements which have a value primarily because people have invested them with some properties which they do not possess by nature. Such systems are always made by humans in order to record and transmit semantic information (ideal systems) as a means of communication. 

Among these secondary material systems, which are called sign or semiotic systems, is language. Elements of the secondary material systems manifest themselves as signs. 

Signs carry some properties and qualities which have been ascribed to them by humans and which are not inherent in their natural properties. As a colour, red does not mean either prohibition or permission. The traffic-stopping quality has been assigned to it in the system of traffic control. The same is true of language. No physical (material) properties of the sounds will have any bearing on their being used as prepositions or other words: to the house, by the river, etc. This property has been assigned by social practice.

In this sense, F. de Saussure’s thesis that the linguistic sign is arbitrary is quite correct. There is nothing obligatory in the relation of its phonological form to the object it denotes (ac​cording to the nature of the object: whale is a small word for a large object, whereas micro-organism is just the reverse); the connection between them is set up on the basis of conscious or unconscious convention. This fact becomes evident when we compare names of the same objects in different languages. Because linguistic signs are unmotivated and the relations between them and their meanings are arbitrary, there is a variety of ways to express some meanings, such as the plural in English, which is expressed with the help of [s], [z], [ız], [n], etc. 

The relative (historical or secondary) motivation of the sign means that the linguistic sign taken in the system of language reveals connections with other signs of the system both in form and meaning. There are three types of motivation: phonetical (similarity between the sounds and the sense, onomatopoeia: hiss, buzz, cuckoo, whistle), morphological (morphological structure suggests the meaning: rethink, snowdrop), and semantic (co-existence of direct and figurative meaning: heart-breaking, time-server, lick-spittle).
In most languages, however, onomatopoeic words are relatively rare, and the vast majority of linguistic expressions are in fact arbitrary (Yule, 1996: 22). Therefore the relative motivation does not contradict the thesis that the linguistic sign is arbitrary. 

Semiotic systems have all arisen in the course of human activities and cannot function on their own, regardless of social activities. There is a close relation of language to human culture and society. ‘Eliminate society and the individual will never learn to talk’ writes E. Sapir in his book Language (1921).

The transmission of meaning, the conveyance of significant concepts, may be realized not only by language, but also with sign-posts, the Morse code, gestures, signal fires, etc. African natives use drums as a long-distance telephone. The same goes for the smoke signals of the American Indians (Berezin, 1969: 9-10).

Some non-linguistic forms of communication come close to spoken language. The whistling language used by the natives of Gomera, in the Canary Islands, who can communicate in it over very long distances (about six miles), is one of these. Other kinds of non-linguistic means of communication come close to written language, and are supposed by some to have been its embryonic form. 

A third important field of non-linguistic communication is gestures, which have no connection with either spoken or written language. Gestures accompany all our speech. American Indian plain tribes, for example, use the following gestures: a fist is clapped into a palm for a shot, two fingers imitate a man walking, and four the running of a horse. Differences in the meanings of gestures are often striking. To the English, a downward nod of the head means ‘yes’, and a shaking of the head from side to side, ‘no’. On the other hand, Czechs express ‘no’ by a downward nod of the head.

There are common features between language and other sign systems: they serve as a means of expression, conveying ideas or feelings; they are of social character, as they are created by society with a view to serving it; they are material in essence though their material form is different (sound-waves, graphic schemes, the Morse code, etc.); they all reflect objective reality.

But the differences between language and other sign systems are more essential. 

Language is the total means of expressing ideas and feelings and communicating messages from one individual to others, used by all people in all their spheres of activity. All other sign systems are restricted in their usage and limited in their expressive capacity.

Language conveys not only the essence of the facts, but the speaker’s attitude towards them, his/her estimation of reality and will. Language is connected not only with logical thinking, but with psychology of people too.

All sign systems apart from language are artificial, and they are created and changed by convention. They are made not by the people as a whole, but by a relatively small group of representatives of the given speciality. 

All sign systems are subsidiary to language. Each of them has its own advantages over language, such as precision, brevity, abstraction, clarity, etc. But none of them can replace language as the universal means of communication of people in all fields of activity conveying ideas, thoughts, and emotions.

4.2. Peculiarities of language structure. Hierarchic relations. Level-stratificational view on language: structural levels and level units
Ferdinand de Saussure made it possible to see language as a structured system rather than a ragbag of bits and pieces.  Language is not a pile of elements, it is a perfect constitution of the language units which are integrated in the structural whole.

Like any other system, language has a structure which is viewed as its internal organization. It is made up of relations between the elements. Every element in language can potentially enter three types of relations: hierarchic, paradigmatic, and syntagmatic.

Hierarchic relations consist in the following: a) less complex units make up more complex units as their components: morphemes consist of phonemes, words consist of morphemes, phrases and sentences consist of words; b) each less complex unit can pose as the simplest possible case of the more complex unit (their qualitative features being disregarded): the shortest morpheme includes only one phoneme, the shortest sentence includes only one word.

Relations of hierarchy are found between units of different structural levels of the language system. Introduced by the descriptivists, the concept of level has been adopted by other schools of linguistics and has become a widely used term.

‘In the second quarter of the 20th century, language was modeled by some linguists as a series of layers arranged one on top of the other, with units of sound (phonology) on the bottom layer, gathered into units of structure (morphology) above, which were then combined into larger grammatical units (syntax) above them, and, according to some, into units of meaning (semantics) at the top’ (The Oxford Companion, 1992: 599).

A language as a system is organized as series of hierarchically arranged levels each of which displays systemic characteristics too. This is the level-stratificational view on language. By common tradition, four main levels are distinguished in the structure of language, repre​sented by the corresponding level units: phonological, morphological, lexical, and syntactical. Only the unity of these levels forms a language.
The phonological level is the lowest language level. It is the sub-foundation of language; it determines the material (phonetical) appearance of its units. The phoneme is the phonological level unit. It is the smallest distinctive unit, e.g., the phoneme /b/ is the only distinctive feature marking the difference between tale [teıl] and table [teıbl]. Units of all the higher levels of language are meaningful, as opposed to phonemes. Phonemes are represented by letters in writing. Since the letter (or sequence of letters) has a representative status, it is a sign (grapheme), though different in principle from the level-forming signs of language. 
The morphological level is the second of the main structural levels. There are two units at the morphological level which represent the two morpholo​gical sublevels: the morpheme and the grammeme. The morpheme is the smallest meaningful unit built up by phonemes. Morphemes occur as meaningful parts of the word, e.g., un-fail-ing-ly contains four meaningful parts or four morphemes. The grammeme is defined as a word-form, or grammatical form of the word, e.g., worked is a word-form of the verb to work expressing the Past Simple tense. Also cf.: work, works, is working, has worked, will work; near, nearer, nearest; son, son’s, sons, sons’.
The lexical level embraces the whole set of naming means of language, i.e., words and stable word-groups (idioms). The lexeme is the main nominative (naming) unit of language, e.g., the words terror, terrible, terrific, terrify are the smallest units naming a certain feeling, certain properties, and a certain action respectively.

Each word of a lexeme represents a certain grammeme, and each word of a grammeme represents a certain lexeme. A word like speaks is at the same time a member of a certain lexeme (having the lexical meaning ‘to utter words, talk’) and of a certain grammeme (having the grammatical meanings of ‘indicative mood’, ‘present tense’, ‘third person’, ‘singular number’, ‘non-continuous aspect’). 

The word has many aspects. It has a sound form because it is a certain arrangement of phonemes; it has its morphological structure, being also a certain arrangement of morphemes; when used in actual speech, it may occur in different word-forms (grammatical forms), and signal various meanings. The word is a necessary language unit both in the sphere of the lexicon (the lexical level) and of grammar (the morphological level). It is therefore simultaneously a lexical and a grammatical unit.

The syntactical level of language is the higher stage in the hierarchy of language units. There are two units at the syntactical level which represent the two syntactical sublevels: the word-group (phrase) and the sentence. The word-group (phrase) is the dependent syntactical unit distinguished as part of the sentence only. The sentence is the smallest communication unit, e.g., It rains is a sentence because it contains a communication.

Hierarchy is obviously the first to be considered when units are assigned to structural levels. A language level is defined as a set of relatively homogeneous units that are not linked by relations of hierarchy, but exhibit these relations (as larger or smaller units) with other units that also form a totality (Solntsev, 1983: 72). 

However, the number of language levels is still unsettled. Some linguists believe that two levels may intersect, giving rise to an intermediate level, e.g., lexico-grammatical (Лешка, 1969: 27) or that there are areas lying between the levels (Алефиренко, 2005: 80). Between the phoneme and the morpheme is the area of morphonological sublevel. Between the morpheme and the word is the sublevel of word-building, or derivation. Between the word and the phrase (sentence) is the phraseological sublevel. 

The existence of the supersyntactical level in the structure of language remains problematic though arguments are posed for the texteme to be the highest structural form of language. 

‘In recent years, some linguists have tended to abandon the vertical ‘layer cake’ model in favour of a horizontal model with a syntactic component flanked by a phonological component on one side and a semantic component on the other. Syntax has this central role because it can be regarded as the component that links sound and meaning’ (The Oxford Companion, 1992: 599).

Levels are relatively autonomous systems, possessing a set of units and a relational framework (structure). They can be defined as subsystems of the overall language system. Being a system of enormous complexity, language is a system of systems.

Levels enter one another. They are not superimposed but intertwined. As soon as language begins to function, this involves simultaneously units of all levels, since these units are constituent parts which eventually form units of communication in speech.

A unit of a higher level contains units of the preceding level. Transition from elements of one level to the next incorporating them always entails the appearance of a new quality: a word is qualitatively different from the morphemes it is made up of, and a sentence has its own qualities, distinct from those of the words it comprises. 

Conversely, a combination of units of a certain level does not make a unit of a higher level unless the combination acquires the properties of the units of that higher level. The combination of phonemes [dıt] does not make a morpheme as long as it is meaningless. The combination of morphemes -ing-ly is not a word since it names nothing. The combination of words of the teacher is not a sentence as long as it communi​cates nothing. 

On the other hand, a single unit of a given level becomes a higher level unit on acquiring the proper qualities. The phoneme /o:/ makes a morpheme when it becomes meaningful, as in the word aw-ful. When the word awe makes a communication, it is a sentence: What feeling did you experience? – Awe.

Relations between units of different levels may acquire the following directions: (a) progressive – units of the higher level incorporate units of the nearest lower level, (b) recursive – smaller units make up larger units of the same level, e.g., compound words, (c) regressive – units of the higher level are transposed and become units of the lower level, e.g., idioms (from free syntactic combinations to the units of the lexical level); analytical forms (from free syntactic combinations to the units of the morphological level) (Данеш, Гаузенблас, 1969: 17).

Level units (e.g., morphemes, words, phrases, sentences) are segmental. They consist of phonemes and form a hierarchy of levels. Supra-segmental units, on the other hand, do not exist by themselves, but are realized together with segmental units and express different modifying meanings (functions) which are reflected in the strings of segmental units. To the supra-segmental units belong junctural and prosodic features: stress, pitch, length, intonation patterns, and pauses.
4.3. Language and speech

For linguistics to make progress in describing the structural levels, Ferdinand de Saussure thought it necessary to distinguish between what he called ‘langue’ and ‘parole’ (the terms are often used in their French form in other languages). This is the difference between the abstract language system (langue or ‘language’), which F. de Saussure saw as the object of linguistics, and actual uses of language (parole or ‘speaking’, ‘speech’), which were thought to be too variable for systematic scientific study because the factors involved were too numerous and too random.
An example might illustrate this. After a certain amount of alcoholic intake you might say I've got a shore head when you mean sore head. In this case the difference between s and sh has no linguistic meaning; it is a matter of parole; it is a one-off event that has no function in the language system. By contrast, the difference between sore and shore in the non-alcoholic I got a bit sore sitting on the shore does have a function in the language system: the sound opposition in this case serves to mark out a change in meaning, and it does so on a systematic basis (single/shingle, sin/shin). These differences are a matter of langue (Fawcett, 1997: 15).
The langue-parole distinction and the insistence that linguistics should study only langue (the langue-oriented approach), led to tremendous progress in the discipline. The problem was that parole-oriented linguistics was scarcely developed. The view that language must be studied as parole (a communicative event) rather than langue (an abstract system) is now widely accepted. Some scholars argue that the only observable object of scientific study is the verbal behaviour, the speech utterances and texts (i.e., parole). 

Language is a totality of rules to form sentences and a set of meaningful units to be used in accordance with these rules. It is a kind of storehouse of elements and rules (‘in the mind’). The rules are a totality of potential relations between linguistic elements, revealed in speech chain. They serve as a programme to produce actual utterances, incorporating text-forming linguistic elements. Language rules are manifestations of the properties of linguistic elements, since these properties form the basis for their linear, syntagmatic relations. 

Speech is the language system in action (‘in the mouth’); it is the actual use of lan​guage as a means of communication. Human language exists through its speech manifestation which is a perceptible speech utterance. Speech and speech utterances are an objective reality which can be investigated.

Speech reveals something that language as a means of communication consists of, i.e., all types of language units and the rules for combining them. Speech also has, first, their actual combinations which form speech as such and, second, the extensive extra-linguistic information (supra-linguistic residue) about the speaker — his/her age, education, peculiar pronunciation, incomplete or erroneous understanding of the meanings of some words, pitch of voice, health, mood, etc. Supra-linguistic residue remains after one has ‘removed’ from speech everything that language is made up of. 

Ferdinand de Saussure stated that historically, a fact of speech always precedes language, that there is nothing in language which did not appear first in speech.

For simplicity sake, the language system may be compared to a jig-saw puzzle, every bit carrying only part of a picture of animals, houses, or landscapes. To see the whole picture, one has to put these bits to​gether keeping to certain rules. These rules act as restrictions on the way these elements may be combined. The langue-parole dichotomy can be visualized as a relation which links the pieces of a jig-saw puzzle into a set (Solntsev, 1983: 58).
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The dif​ferentiation of the two planes – langue and parole – is revealed in the oppositions: ideal vs. real, potential vs. actual, general vs. concrete. The units of language are constructs which are ideal, abstract, and potential. They cannot be described in physical terms of concrete actual lingual pheno​mena such as sounds, word-forms, or utterances. They are given by their generalized abstracted forms. But they do not exist if not actualized and concretized by their speech counterparts in particular conditions of the language use. 

The units of language are usually called eme-units because their names are derived with the help of the suffix -eme: phoneme, morpheme, lexeme, grammeme, etc. The elements of speech, on the contrary, are designated with the help of allo-terms: allophone, allomorph, allolex, etc. They are called allo-units. They are the speech actualizations and manifestations of the corresponding eme- units; they are the concrete speech variants of the latter. 

	Level
	Language
	Speech

	syntactical
	structural pattern of the sentence 

structural pattern of the phrase
	concrete utterance

concrete phrase

	lexical
	lexeme
	allolexeme or allolex (lexico-semantic variant)

	morphological
	grammeme

morpheme
	allogrammeme (word-form)

allomorph

	phonological
	phoneme
	allophone


A language unit may be represented by a number of speech variants. In actual speech, the [t] sounds (allophones) representing the phoneme /t/ in the words tar, star, writer, and eighth are all very different. Because of the linearity of language in use, only one speech variant representing the language unit can be found in a specific instance of language use. 

Speech units are divrse in their structure and reveal the dominant properties of language units. Units of speech have one common basic quality which distinguishes them from lan​guage units: they can be produced in speech (being built to suit a particular momentary need), whereas language units are reproduced as ready-made entities. Some phrases are made in speech itself, i.e., they are producible, whereas some types of phrases (all phraseological units and some other types of set phrases) are repeated like any other language units, i.e., they are reproducible.

The actual operation of language produces a number of typical structures, or patterns that can be filled with different elements (patterns of words, phrases, or sentences), e.g., N+N (Noun + Noun): space flight, gold watch; A+N (Adjective + Noun): fine weather, sunny smile; SV (Subject + Predicate Verb): John ran. Time flies. The fact that these patterns are reproducible, in spite of their different material content, makes it possible to classify them as language units.

4.4. Paradigmatic and syntagmatic relations

Units of each level have paradigmatic (associative) and syntagmatic (combinatory) relations in respect of each other: they can be put together in classes, or paradigms, and can combine in linear sequences or syntagmatic chains. 

Language elements (signs) can be joined up in a string, and they can be grouped in a bundle. This is often called the 'chain and choice' model. In the first case (making the chain), we produce sequences. In the restaurant, we can string words together to say 'I'd like sausage and chips, please'. This is syntagmatic structure. In the second case (making the choice), we can pick elements out of a ‘bag’ in place of other elements. We could replace sausage in the above sentence by a number of words, such as egg, pie, or steak. This is paradigmatic structure (Fawcett, 1997: 15). 

Paradigmatic relationships are associative, i.e., they may be evoked in the mind of the language user, whereas the syntagmatic relationship is visible or audible in the utterance (Stern, 1997: 127).

The relationships are like axes, as shown in the diagram below (The Oxford Companion, 1992: 747).

      syntagmatic



The cat 
      sat           on           the mat.

paradigmatic
His dog 
      slept         under     the table.



Our parrot    perched    in           its cage.

Syntagmatic relations (from the Greek suntassein ‘to put in order’) are based on the linear character of speech: sentences are linear entities, which are in effect chains of words; words are characterized by a linear arrangement of morphemes; morphemes are chains of phonemes constituting their acoustic form; phonemes alone may be regarded as point-like entities, although the phonation of a phoneme unfolds in time, i.e., it is also linear. 

However, linearity of lingual elements is not the only ground on which syntagmatic relations are established. It is the factor of relatedness of elements that is of primary significance. In the sentence She watched the kitten playing with the ball, the articles have only right-hand connections with nouns and do not contract any syntagmatic relations with the elements displaced to the left of them (watched and with), despite their linear contact.

Syntagmatic relations enable language to function as a means of communication. When they are brought into play, linguistic elements com​bine to form information-carrying utterances. They are therefore the functional relations of language. The communicative function is largely based on them (Solntsev, 1983: 60).
Syntagmatic relations are those between classes and, in specific cases, between the constituent members of these classes. In syntax, the rela​tions between specific words like I, read, a book are seen as relations between classes of words: a pronoun, a verb, and a noun. A specific relation between specific words is a spe​cific instance of relations between classes. 

Syntagmatic relations can be set up only between classes of elements having the same degree of complexity, i.e., elements which have no relations of hierarchy. Morphemes do not combine with words; they combine only among themselves as elements of words. Notional words combine only among themselves as parts of sentences, but not with independent sentences.

Paradigmatic relations – termed associative by Ferdinand de Saussure – link members of different classes of linguistic units ‘formed by mental association’. They reveal themselves in the sets of forms consti​tuting a paradigm (from the Greek paradeigma ‘pattern’, from paradeiknunai ‘to show side by side’).

Paradigmatic relations embrace various possible groupings of elements within the system: classes, subclasses, and groups of elements. All these groupings are based on some common feature with respect to which elements enter the group. Word-families have as their basis a common root (dog, doggish, doggedly), synonymic series have a common denotative meaning (look, gaze, glare, stare), lexico-semantic fields and thematic groups have a common sphere of reference (colours: red, yellow, green, brown, etc.)

Units of each level divide into groups or classes whose members have certain components in common. The phonemes /b, d, g/ are united by their being voiced and plosive. As a group /b, d, g/ is part of the phonemic system of English, but in speech the whole group is not used together. Each member of this group forms certain combina​tions with other phonemes: /bı-/, /be-/, /bu-/, etc. 

Linguists have established that historically syntagmatic relations precede paradigmatic relations. It is syntagmatic re​lations that give rise to paradigmatic ones. Classes of all types (para​digms) and, accordingly, paradigmatic relations within these classes are formed by fitting different elements into the same position in a speech chain. Elements which can occur in the same position are considered to be members of a paradigm. In The sun is shining, the nouns moon, star, or light can substitute for sun; was shining, shone, will shine, etc., as well as is rising, is setting can substitute for is shining. The fewer restrictions are im​posed on a position the greater the number of different elements that can be used in it and the wider the paradigm thus isolated.  

Linguistic elements can form super-paradigms (the largest possible paradigms), major paradigms (sub-paradigms), and minor paradigms. Smaller par​adigms enter those of a higher order as their elements, with each superior paradigm consisting of paradigms of a lower order. All phonemes form a super-paradigm, or a super-class of their own. Vowel phonemes constitute a major paradigm. This is a most extensive paradigm since it comprises all sounds occurring between consonants in different words. Minor paradigms are constituted by the variants (allophones) of the same phoneme. 

Paradigmatic and syntagmatic relations are crucial to linguistic analysis at any level of structure. 

Paradigmatic relations at the level of sounds allow one to identify the phonemes (minimal distinctive sound units) of a language, e.g., bat, fat, mat contrast with one another on the basis of a single sound. Syntagmatic relations involving sounds reveal the syllable and morpheme structure of the language concerned: the combinations str, spr (string, spring) are possible word beginnings in English, but stl, sbw are not (The Oxford Companion, 1992: 748).

On the lexical level, paradigmatic contrasts indicate which words are likely to belong to the same word class (part of speech). Syntagmatic relations between words elucidate co-occurrence restrictions within syntax, e.g., verbs hit, kick have to be followed by a noun (Paul hit the wall, not *Paul hit), but sleep, doze do not (Peter slept, not *Peter slept the bed) (The Oxford Companion, 1992: 748). 

On the semantic level, paradigmatic substitutions allow items from a semantic set to be grouped together, e.g., Angela came on Tuesday (Wednesday, Thursday), while syntagmatic associations indicate compatible combinations: rotten apple, the duck quacked (not *curdled apple, *the duck squeaked). Frequent collocations are regarded as clichés: furrowed brow, grin and bear it, good old days, and as idioms when the meaning cannot be easily worked out from the component parts: get the sack, kick the bucket, live on a shoestring (The Oxford Companion, 1992: 748).

Some linguists assume that paradigmatic relations are the sphere of language, while syntagmatic relations are the sphere of speech. However, paradigmatic and syntagmatic relations are found in both spheres, in the sphere of language and in that of speech.
Language as a system has primarily associat​ive, i.e., paradigmatic, relations between its elements. Syntagmatic relations appear as a latent ability of elements to combine with one another to form linear sequences. This ability is variously called valency, combining power, combinatorial possibilities, collocability, etc. As a functioning medium, speech, language translates the capacity inherent in its elements for forming linear sequences into meaningful syntagmatic relations. 

Speech is undoubtedly the manifestation of syntagmatic relations of language elements, but it also manifests paradigmatic relations between classes. In the sentences The stream discharges into the river and The river flows into the sea, there are paradigmatic relations between the words stream and river, discharges and flows into, etc. In each specific case a class, or paradigm, has its own representative. Paradigmatic relations occur in speech in a latent form: (1) as a sequence of paradigm representatives in utterances, and (2) as a repetition of these paradigm representatives in different utterances (Solntsev, 1983: 79).

REVISION TASKS

· Choose the correct answer(s) to complete the sentences. One or more answers may be correct. 
1. _____ defined language as a system of signs expressing ideas. 

A. Benedetto Croce
C. Edward Sapir   

B. Georg Hegel   

D. Ferdinand de Saussure 

2. A system is _____ 

A. a set of elements and relations between them

B. a material object with a number of properties

C. an existing connection, association among elements

D. a set of intra-systemic relations

3. A rudimentary system in its early stages is exemplified by _____

 
A. a stone
C. a pile of stones

B. an army unit 
D. a family

4. _____ is a set of intra-systemic relations between the system’s elements. 

A. Relation

C. Ideal system    

B. Element

D. Structure    

5. Material systems are divided into _____ 

A. simple and complex
C. organic and non-organic 

B. primary and secondary
D. sign and semiotic 

6. Language belongs to _____ systems.

A. ideal

  
C. primary material 

B. simple material  
D. secondary material 

7. The relations between linguistic signs and their meanings are arbitrary, that is why there is _____

A. a variety of ways to express some meaning

B. connection with other signs both in form and meaning

C. internal relation between the sound and the object

D. explanation why a certain meaning is expressed through 

a certain sound cluster

8. The common feature between language and other sign systems is that they are _____

A. restricted in their usage
C. of social character

B. artificial 

D. created by convention

9. The concept of level was introduced by _____

A. the comparativists
C. the structuralists     

B. the descriptivists
D. the generativists  

10. Several levels are distinguished in the structure of language represented by corresponding level units. This is the _____ view.

A. level-stratificational 
C. level-distributional

B. level-identificational 
D. level-interactional 

11. The levels distinguished in the structure of language are _____

A. phonological

C. syntactical 

B. morphological 

D. lexical

12. Relations of hierarchy are found between elements _____

A. of different structural levels

B. of the same structural level

C. linearly ordered

D. having the same degree of complexity 

13. Relations between units of different levels in the structure of language may acquire the following directions: _____

A. recursive

C. segmental   

B. regressive

D. progressive   

14. _____ is simultaneously a lexical and grammatical unit. 

A. The word 

C. The grammeme  

B. The morpheme
D. The phoneme   

15. The grammeme is the _____ level unit. 

A. phonological 

C. morphological

B. lexical 

D. syntactical 

16. _____ is the smallest communication unit. 

A. Lexeme 

C. Phrase  

B. Phoneme

D. Sentence    

17. Junctural and prosodic features belong to the _____ units.

A. segmental

C. syntactical

B. supra-segmental 
D. supersyntactical

18. Among the supra-segmental units are numbered: _____

A. stress and intonational patterns
C. pauses

B. pitch and length

D. text

19. The differentiation of langue and parole is revealed in the oppositions: _____

A. content vs. expression
C. general vs. concrete

B. ideal vs. real

D. potential vs. actual

20. Speech (‘parole’) is _____

A. a set of meaningful units and rules for combining them

 B. a programme to produce actual utterances

C. the abstract language system

D. the actual use of language

21. Speech units are usually called _____

A. eme-units

C. allo-units

B. supra-units 

D. super-units

22. Speech units are _____

A. ideal, abstract, and potential

B. given by their generalized abstracted forms

C. produced in speech

D. reproduced as ready-made entities

23. Paradigmatic relations are also termed _____

A. associative; 

C. combinatory

B. linear


D. functional


24. Syntagmatic relations _____



A. embrace various possible groupings of elements



B. are based on the linear character of speech


C. may be evoked in the mind of the language user


D. enable linguistic elements to com​bine in utterances
Unit 5

____________________________________

METHODS OF DATA GATHERING 

AND DATA ANALYSIS 

IN LINGUISTIC RESEARCH

____________________________________

5.1. Methods of data gathering (data collection)

Linguistic research is based on collecting linguistic evidence, in other words, examples. The fundamental assumption is that the linguistic study should be an empirical study. Linguists have to focus on collecting and analyzing real language data (naturally-occurring data) than on toying with the formal artifacts of a theory. Although theory is a crucial concern, it is treated as something that emerges gradually and must be constantly verified against linguistic data.

There are three basic methods one can employ to gather linguistic data: (a) sampling (convenience samples), (b) controlled elicitations, and (c) experimental elicitations (Tomlin, 1994: 155-156). 

(a) Sampling is the technique of selecting a suitable sample for testing, analyzing, etc. A sample is a representative part of a statistical population (a group of persons, objects, or items) whose properties are studied to gain information about the whole population; a part or amount of the whole that is examined or used in order to find out what the rest is like. 

Linguistic analysis begins with identifying research questions and choosing a sample. Most linguistic analysis requires collecting good samples of discourse data in which linguistic units under examination can be found. Good discourse samples meet a number of criteria. Discourse data should be authentic performance data and not data created by the analyst. The data should represent natural speech. The data, at least in the long run, should cover a range of genres (narrative, expository, descriptive, etc.) and types (planned, unplanned, etc.). Importantly, data should be drawn from multiple speakers performing the same discourse task (Tomlin, 1994: 155).

There are two primary kinds of samples: (1) random (or probability) samples, and (2) convenience (non-probability) samples. They differ in the manner in which the elementary units are chosen.

Random samples (probability samples) allow a known probability that each elementary unit will be chosen, e.g., selecting say every 10th unit after the first unit has been chosen randomly. With probability sampling, all elements in the population have some opportunity of being included in the sample, and the mathematical probability that any of them will be selected can be calculated.

William Labov (1966; cited in Spolsky, 1998: 82) noted that for accurate information on speech behavior, we need to compare the performance of large number of speakers and this cannot be done without random sampling. Only through a painstaking method of sampling the entire population, and interviewing speakers chosen at random, can we avoid serious bias in our study.

Convenience (non-probability) samples result when the more convenient elementary units are chosen from a population. Convenience sampling (also called grab or opportunity sampling) is the method of choosing items arbitrarily and in unstructured manner. Elements are selected on the basis of their availability. The consequence is that an unknown portion of the population is excluded. The researcher uses whatever elements are available rather than selecting from the entire population. 

Convenience sampling is one of the most common methods of sampling in linguistic research. Convenience samples are gathered by selecting or collecting, with more or less care, oral or written discourse in controlled settings. One might select a few pages from a popular novel or technical writing, or one might set up an audio-recorder during a dinner conversation (Tomlin, 1994: 155). 

The advantages of convenience samples are their relative ease of collection and their authenticity. All utterances are attested as having been produced in a natural linguistic situation. Examples drawn from real data can be seen in their real linguistic context. This avoids the uncontrolled recontextualization by the reader which is necessary with decontextualized examples and which can drastically change interpretation of them. It also greatly reduces the opportunity for the analyst to introspectively invent contextual or situational details to support her/his argument (Tomlin, 1994: 155).

With spoken examples produced naturally by native speakers it is possible to make direct appeal to intonational and other non-segmental phonological features, rather than imagining what kind of prosodies would accompany an invented example. Real data reveals many characteristics of language which do not readily arise from introspection (Channell, 1994: 38-39).

The disadvantages of convenience samples include problems in comparing data from multiple subjects or across languages and in puzzling out the details of the contextual setting the data were produced in. Still, such data are immensely useful for initial exploratory study (Tomlin, 1994: 155).

A representative sample (a body of utterances such as words, sentences, or texts), compiled for the purpose of linguistic analy​sis, is known as a corpus (pl. corpora). It enables the linguist to make objective statements about frequency of usage, and it provides accessible data for the use in research. Its range and size are variable. Some cor​pora attempt to cover the language as a whole, taking extracts from many kinds of text; others are extremely selective, providing a collection of material that deals only with a particular linguistic feature (Poluzhyn, 2004: 260). 

For instance, when Philip Johnson-Laird and Keith Oatley (1989) collected English emotion words from various dictionaries for investigation, their corpus amounted to no less than 590 items, e.g., items related to fear: alarmed, anxiety, apprehension, dread, fright, frightened, horrified, panic, petrified, scared, terrified, worried, etc.

The size of a corpus depends on practical factors such as the time available to collect, process, and store the data: it can take up to several hours to provide an accurate transcription of a few minutes of speech. Sometimes a small sam​ple of data will be enough to decide a linguistic hypothesis; by contrast, corpora in major research projects can total millions of running words (Poluzhyn, 2004: 260). 

Mathematical statistics supplies researchers with formulas showing the necessary size of the corpus (sample) depending on the amount of error they are prepared to tolerate.

The statistical table below is used to determine the necessary number of examples to be investigated depending on the prescribed relative error (Перебийніс, 2002: 152).

	Relative error [image: image6.bmp]
	Number of examples

	0.01
	38,416

	0.02
	9,216

	0.03
	4,270

	0.04
	2,405

	0.05
	1,538

	0.06
	1,068

	0.07
	784

	0.08
	600

	0.09
	474

	0.10
	384

	0.11
	318

	0.12
	267


In statistics, relative error is a measure of the difference between the observed or approximately determined value and the true value of a quantity, often expressed as a decimal fraction or percentage: an error of 0.05 or of 5%. The error of 0.30 or 30% is considered maximum in linguistics for the obtained results to be proved reliable (Левицкий, Стернин, 1989: 7). 

Following certain rules of mathematical statistics, linguists must be able to state their margin of error (Перебийніс, 2002: 27).
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where [image: image8.bmp]stands for the relative error, p for the relative frequency of occurrence of the unit under study, N for the length of the text under study (the actual number of words in the text), and 1.96 refers to the confidence level.

To determine the relative error, one must determine the relative frequency of the unit under study (Перебийніс, 2002: 27). 

[image: image9.bmp]

where p stands for the relative frequency of occurrence, m for the absolute frequency of occurrence (the actual number of occurrences of the unit in texts), N for the length of the text.

A standard corpus is a large collection of data available for use by many researchers. 

Text corpora for linguistic analysis are nowadays stored on computers, all in machine-readable form, and thus, in principle, available anywhere in the world. Computerized corpora are used to replace manual investigation of the corpus which is time-consuming.

Commonly available computer-based corpora are: 

(1) the Longman/Lancaster English Language Corpus, representing written texts from ten major topical domains (natural science, social science, fiction, etc.); 

(2) the London-Lund Corpus and the Spoken English Corpus, representing spoken texts collected in a range of situational settings (face-to-face conversations, interviews, sports broadcasts, sermons); 

(3) the Lancaster-Oslo/Bergen Corpus (LOB), the British National Corpus (BNC), and the Cobuild Corpus (Bank of English), representing a variety of written and spoken texts of British English; 

(4) the Brown University Corpus, the Longman Corpus, and the American national Corpus, containing all types of written texts and real conversations of American English; 

(5) the International Corpus of Learner English (ICLE) and the Longman Learner Corpus, containing essays written by learners of English from different countries;

(6) the Louvian Corpus of Native English Essays (LOCNESS), containing argumentative essays covering a variety of topics written by native-speaker American students.

These corpora, stored on computers, provide access to many millions of words of spoken and written material in modern English.
Corpora are the main knowledge base in corpus linguistics. Analysis of various types of corpora is also essential in computational linguistics, speech recognition, and machine translation. 

There are three basic advantages to the use of computerized text corpora for linguistic analysis.
(1) Text corpora provide large empirical databases of natural discourse, so that analyses are based on naturally-occurring structures and patterns of use rather than intuitions and perceptions, which often do not accurately represent actual use.

(2) They enable analyses of a scope of material not feasible otherwise, allowing researchers to address issues that were previously intractable. The fact that corpora data is in machine-readable form makes it possible to analyze much more data than before and conduct large-scale linguistic analyses. Computers used to sort and catalogue data are helpful in that they permit linguists to work with larger quantities of data within reasonable periods of time. 

(3) One of the major advantages of using computer corpora is that the data can be submitted to text handling software tools, thereby making it possible to automate part of the linguistic analysis.

Bengst Altenberg and Sylviane Granger (2001) describe several software tools which are useful for phraseological studies – the lemmatizer, the concordancer, and the collocation display.

The lemmatizer enables researchers to group all the inflectional forms of the lemma (search word itself, a word or phrase that is glossed), e.g., make – make, makes, making, made. The advantage of using this facility is that it is then possible to create a concordance for the lemma rather than having to create concordances for each verbal form. 

The concordancer is a concordance sorting facility which searches for definite words in a text and sorts them into lines. Concordances are commonly generated from computer-based corpora to provide an exhaustive listing of the use of a word in its immediate textual contexts. Any word can become the focus of a concordance. The following table presents a small portion of the concordance listing for measures (Lewis, 1997: 113).
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Concordancing software enables researchers to identify patterns that exist in authentic language that are not easily identifiable from a casual inspection of the printed text. Researchers can therefore study the contexts in which particular words occur. 

The collocate display is used to automatically sort concordance lines according to their different collocational patterns. This tool displays the words adjacent to a search word within a collocation ‘horizon’ (or span) which can go up to 25 words. Entries can be sorted according to their collocates on both the left and the right. The tool is fast and very user-friendly and is therefore a good starting-point for identifying collocates in computer corpora. 

(b) Controlled elicitations are presently the most common means of collecting discourse data. In controlled elicitation, the linguist sets a given task before subjects and records their performances (Tomlin, 1994: 156). Linguists ask their informants for utterances that describe certain actions, objects, or behaviours. Great care is taken in the design of the tasks to ensure that contextual variables are as well controlled as can be managed. 

The best-known controlled elicitation format is probably Wallace Chafe's ‘pear film’ (Chafe, 1980). W. Chafe produced a short film depicting in narrative style the adventures of several children as they interacted with each other and with a man picking pears. This film was shown to speakers of many languages, and protocols were collected of their attempts to relate the events witnessed in the film. 

Examining the problem of foregrounding and backgrounding in English and its relation to the selection of independent and dependent clauses and to tense-aspect selection, Russell S. Tomlin (1994: 161) used controlled elicitation as a data collection technique in the following way. Four groups of subjects were shown an animated film of 108 seconds' duration depicting the rather frantic interaction of a cartoon goldfish, a crab, and a large pike. The little goldfish tries to avoid capture and consump​tion by the other two.
The subjects in each group were asked to describe the events they witnessed in the film in slightly different ways. 

One group of subjects was asked to produce on-line oral protocols in which the speaker produced an oral description of the unfolding action concurrently with the film. These protocols resemble the reporting of sports announcers. A second group of subjects watched the film and produced an oral description of what they remembered immediately after seeing it. These are called oral immediate recall protocols. A third group wrote what they had seen instead of speaking. These were the written immediate recall protocols. Finally, the fourth group was permitted to see the film four times, and even to take notes, for their task was to produce a written version of the film with as much editing as they chose over a two-day period. These were the written edited protocols. By having different sorts of speaker performances, the researcher could examine whether there might be a difference in the use of independent and dependent clauses or tense-aspect in different task or genre settings.
The following text fragment illustrates the kind of data this elicitation procedure produced (Tomlin, 1994: 161).

Data from written immediate recall protocol by subject #11
The fish then tried to hide from the crab
by disguising itself as a snail,
moving along the ocean floor under a snail shell at a slow pace.
The shell was dislodged from the fish's back by a twig,
and the crab then realized that the "snail" was actually the fish 

he was pursuing.
The crab moved over next to the fish 

and tipped his shell, 

as a man would his hat, 

startling the fish. 

The fish hurriedly swam off, 

after the snapping sequence was repeated.
Other sorts of controlled elicitations include elicitation tests, interviews, interview worksheets, and questionnaires. 

The interview, modelled on the format developed by William Labov for his now classic doctoral study of New York City English, is one of the most common techniques for gathering samples of language. In the interview, the linguist talks to the subject, attempting to elicit examples of various kinds of speech. 

William Labov's (1972) study of oral narratives was based on data he collected in New York City, in response to the interview question ‘Were you ever in a situation where you were in a serious danger of being killed?’ He formu​lated the following structural features of the collected narratives: (1) abstract (e.g., ‘My brother put a knife in my head’), (2) orientation (‘This was just a few days after my father died’), (3) complicating action (‘I twisted his arm up behind him ...’), (4) evaluation (‘Ain't that a bitch?’), (5) result or resolution (‘After all that I gave the dude the cigarette, after all that’), (6) coda (‘And that was that’) (Labov 1972: 363).

The following is an example from an interview conducted by William Labov (1972) on a stoop in Harlem. The interviewee is Larry, the roughest member of a teenage gang called the Jets. (W. Labov observes that for most readers of his article, first contact with Larry would produce some fairly negative reactions on both sides.) 
You know, like some people say if you're good an' shit, your spirit goin' t'heaven ... 'n' if you bad, your spirit goin' to hell. Well, bullshit! Your spirit goin' to hell anyway, good or bad.
[Why?]

Why? I'll tell you why. 'Cause, you see, doesn' nobody really know that it's a God, y'know, 'cause I mean I have seen black gods, white gods, all color gods, and don't nobody know it's really God. An' when they be sayin' if you good, you goin' t'heaven, tha's bullshit, 'cause you ain't goin' to no heaven, 'cause it ain't no heaven for you to go to.
[... jus' suppose that there is a God, would he be white or black?]
He'd be white, man.
[Why?]
Why? I'll tell you why. 'Cause the average whitey out here got everything, you dig? And the nigger ain't got shit, y'know? Y'understan'? So — um — for — in order for that to happen, you know it ain't no black God that's doin' that bullshit.
Interviews provide a good deal of data, and are therefore invaluable in studying language variation of the subjects. By selecting subjects carefully, the researcher can make sure that significant social types (by gender, age, education, occupation) are represented. But interviews are expensive in time and effort, so that the number of different people studied is limited (Spolsky, 1998: 10-11).

Because the interviewer usually has clear preconceptions about what phenomena are likely to be interesting, the interview follows a prepared protocol. After an opening general conversation, there are likely to be questions about children’s games and rhymes to elicit older vernacular usage, and a question about some momentous event that might encourage the subject to talk unself-consciously. There may also be word lists to read or pictures to name to check out more careful pronunciation of selected sounds or to check out variations in names of objects (Spolsky, 1998: 12).

A large number of points can be covered in a short time, using interview worksheets and questionnaires, prepared lists of questions to which strangers are asked to respond. By careful wording of questions, attention can be focused on those features that are to be analyzed. One of the difficulties with questionnaires is that they focus attention on the issue so clearly that people answering might tell the researcher what they think s/he wants to know. Another difficulty is that questionnaires are fixed in advance and so they might leave out questions that seem interesting later on. In this respect, interviews are much more flexible, but of course limited because of the time they take to give and analyze (Spolsky, 1998: 12).

There are also sev​eral indirect methods of elicitation, such as asking informants to fill the blanks in a substitution frame (e.g., I … see a car), or feeding them the wrong stimulus for correction (‘Is it possible to say I no can see?’) (Poluzhyn, 2004: 260).

Anatoly Dorodnych (1995: 56-63) set out to investigate the usage of requests in English and Ukrainian. The subjects of his investigation were 31 native speakers of English and 52 speakers Ukrainian. They were asked to role-play in response to questions that set particular interactional contexts, one of which was informal, and another was formal. In English, the questions sounded as follows: (1) You need a pen. Ask your friend for a pen. (2) You are in your boss’s office. Ask his permission to use his telephone.
For informal request, the gradation of the usage of English forms was the following: can (13), imperative form (6), could (4), may (3), might (0), other forms (6). Among the other forms, there were the following types of requests: “Got a pen?”, “You have a pen?”, “Hey, gotta a pen?” or “Lemme borrow a pen, willya?”.
For formal request, the succession of the frequency of usage of various forms was different: may (11), mind (6), can (5), other forms (4), could (3), might (1), imperative form (0). Noticeable are the requests of the type “Do you mind if I use the phone?” or “Would you mind if l made a quick call on your phone?” (even more polite as it contains the subjunctive forms).
Informal requests in Ukrainian are expressed by the following forms: “Дай, будь-ласка” (40), “Позич, будь-ласка” (2), “Дозволь” (2), “Ти не зможеш” (2), imperative (2), other forms (2). Only two respondents used the imperative “Дай” without any softeners.
The forms of formal requests in Ukrainian were attested as follows: “Можна” (16), “Дозвольте” (10), “Дозвольте, будьте ласкаві” (8), “Ви не дозволите” (6), “Чи не можна” (4), other forms (4), “Ви не дозволили б” (2), “Ви дозволите” (2). 
There is a clear distinction of registers for informal and formal communication both in English-speaking and Ukrainian-speaking communities. The most obvious difference is that Ukrainians use far more imperative forms both in informal and formal situations. Another difference is the significant share of modal verbs of possibility in informal and formal situations in American responses. The share of modal verbs and predicative elements expressing possibility is much less significant in the responses of Ukrainians for the informal situation. Negative-interrogative structures are used to make a polite request in Ukrainian. The American respondents did not use this type of structure as it expresses disbelief and/or insistence.
In controlled elicitations, someone has to act as a source of language data – a subject, informant, or consultant. Informants are ideally native speakers of a language who provide utterances for analysis and other kind of information about the language (e.g., translations, comment about correctness or judgements of usage).

Many factors must be considered when selecting informants, e.g., whether one is working with single speakers, two people interacting, small groups, or large-scale samples. Age, sex, social background, education, and other aspects of identity are important, as these factors are known to influence the kind of language used. The topic of the conversation and the characteristics of the social setting (e.g., its place, the role relations of the speakers) are also highly relevant, as are the personal qualities of the informants (e.g., their fluency and consistency) (Poluzhyn, 2004: 259). 

Data from informants are often recorded on tape. This enables the linguist’s claims about the language to be checked, and provides a way of making those claims more accurate. But obtaining natural, good quality data is never easy. People talk abnormally when they know they are being re​corded (they may try to make their speech clearer or more standard) and the quality of the sound may be poor (the tapes are usually noisy). A variety of tape-recording procedures have thus been devised to minimize the effects of what W. Labov labelled the ‘observer's paradox’, namely: how can we observe the way people speak when they are not be​ing observed? 

Some recordings are made without speakers being aware of the fact. This procedure known as clandestine recording obtains very natural data, though ethical objections must be anticipated. The participants do not know of the recordings, and their permission to use the material must be obtained.

Alternatively, attempts can be made to make the speaker forget about the recording, such as by keeping the tape recorder out of sight, or using radio microphones. A useful technique is to introduce a topic that quickly involves the speaker, and stimulates a natu​ral language style (Poluzhyn, 2004: 259-260). 

An audio tape recording does not solve all the linguist's problems, however. Speech is often unclear or ambiguous. Where possible there​fore, the recording has to be supplemented by the observer's notes about the non-verbal behaviour of the informants, and about the context in gen​eral. A facial expression, for example, can dramatically alter the meaning of what is said. Video recordings avoid these problems to a large extent (they contain relevant visual information on gaze direction, facial expression, pointing and other gestures, contextual artifacts referred to in the verbal text, position, relative distances and directions), but even they have limitations (the camera can be highly intrusive, and cannot be everywhere), and transcriptions always benefit from any addi​tional commentary provided by an observer (Levitsky et al., 2006: 76).

(c) Experimental elicitations of discourse are quite similar to controlled except for one principal attribute. In experimental elicitations, the linguist systematically varies some component of the elicitation setting or stimulus and then examines how that manipulation affects the language produced (Tomlin, 1994: 156). 

In investigating when individuals use nominal versus pronominal phrases in narrative production, Russell S. Tomlin (1994) elicits spontaneous narratives by showing subjects a sequence of still pictures depicting one animal meeting, chasing, and eating another. The same set of pictures is presented in three different ways in order to manipu​late how a given character is represented in memory during the narrative task. The expectation is that the choice of noun versus pronoun is deter​mined by whether a given referent is memorially activated or not, so by manipulating memorial activation with the same set of pic​tures, one hopes to elicit noun phrases under one condition and pronomi​nal phrases under another. Experimental elicitations thus differ from controlled elicitations (which are not experiments) in their planned ma​nipulation of the factors the experimenter believes determines selection between alternative grammatical forms (Tomlin, 1994: 156).

William Labov (1973) studied the nature of category boundaries in a series of experiments involving cups and cup-like containers. The actual test procedure of W. Labov's experiments was very simple: informants were shown line drawings of cups and other vessels (cited in Ungerer, Schmid, 1996: 16-19). 
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The drawings were presented one by one and the informants were asked to name them. The results of the naming task were statistically analyzed in terms of con​sistency (if all informants in a test called an object cup, the consistency was 100%; if hardly any of the informants regarded an object as a cup, the consistency value approached zero) and presented as 'consistency profiles'.
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                  Consistency profile for neutral context

As the graph for the use of cup indicates, consistency is 100 per cent for vessel numbered 1 but decreases as we proceed towards vessel 5. 

In the first test the informants were only confronted with the drawings, but not given any background information (this was called 'neutral context'). In the sub​sequent three tests they were asked to imagine one of three different scenes: (a) a coffee-drinking situation; (b) a dinner table situation with the object filled with mashed potatoes ('food context'); (c) a scene where the objects were standing on a shelf with cut flowers in them. In later experiments different materials like china and glass were introduced as well.
The result of including these variables was a massive shift of category boundaries. To give just one example, in a food context, vessel 3 was no longer a cup for the majority of the informants. Half the informants called it bowl in spite of its unchanged shape, and this switch towards bowl was even more pronounced for vessel 4. 
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Consistency profile for neutral and food contexts 

In this way W. Labov's experiments show that the fuzziness of category boundaries has many facets, of which context-dependence is one of the most important.

Experimental techniques are widely used in linguistics, especially in those fields that have been influenced by the methods of sciences where experimentation is routine. Phonetics is the subject most involved in this approach, but experimental testing is also common in several other areas, such as child language acquisition and language pathology. In grammar and semantics, experimental studies usually take the form of controlled methods for eliciting judgements about sentences or the elements they contain. Informants can be asked to identify errors, to rate the acceptabil​ity of sentences, to make judgements of perception or comprehension, and to carry out a variety of analytical procedures (Poluzhyn, 2004: 260).
There are other types of data aimed to complement the attested data (real examples) and elicitation data: (a) introspective data, and (b) invented examples. 


(a) Introspective data. By the process of introspection we can delve into our own minds and examine our own linguistic competence. Ambiguous sentences can only be identified and resolved with some degree of introspective judgement.

Elicitation data sometimes need to be supplemented by data derived from the intuitions of native speakers of the language, through introspection. After each session of elicitation testing, test respondents discussed the test material with Joanna Channell (1994: 90). These discussions were recorded, and the respondents’ comments were used in the study. A similar type of introspective data was provided by a research design where writers were interviewed about their published work and asked to comment on their use, in their writing, of particular expressions (Channell, 1994: 40). 

(b) Invented examples. Linguistic study must involve accounting for real occurrences of talk or writing, rather than accounting for invented decontextualized sentences. Linguists cannot draw their examples of linguistic units ‘out of the blue – out of the competence they have in the language they are working with and from the heights (or depths) of their imagination’ (Jeffries, 1992: 119).
Invented examples, however, occur when researchers analyze the behaviour of a particular construction and need to try it in a number of similar environments. In some cases, the corpora consulted do not provide examples of all the possibilities which intuition suggests (Channell, 1994: 41). 

Many linguistic studies make use of multiple data collected in a number of different ways.

5.2. Methods of linguistic analysis (data analysis/ 

       hypothesis testing)

Collected data must be analyzed. Then linguists proceed to set up hypotheses capable of accounting for the data. The analysis is concluded when the hypothe​sis has been validated. To analyze the colleted data and verify the hypotheses various methods of linguistic analysis are applied (Sukhorolska, Fedorenko, 2006). 

Methods of linguistic analysis can be roughly divided into two groups: (1) linguistic methods proper, and (2) methods borrowed from other sciences to analyze language (Селіванова, 2006: 339). Among the methods borrowed from other sciences are quantitative methods and experimental methods.

Linguistic methods have always been closely connected with the general trends in linguistics (Селіванова, 2006: 339-340). The most widely applied linguistic methods which marked the dominant linguistic paradigms are: 

(1) Methods of comparative study of languages: comparative historical method; areal comparative method; typological comparative method; contrastive comparative method (contrastive analysis).

(2) Structural methods: oppositional analysis; distributional analysis; valency analysis; IC analysis; transformational analysis. 

(3) Methods of semantic analysis: componential analysis; contextual analysis; semantico-syntactic analysis (case grammar, syntaxemic analysis); propositional analysis.

(4) Methods of communicative functional analysis and textual study: functional-semantic field modelling; speech act (pragmatic) analysis; discourse analysis; text analysis; conversation analysis. 

(5) Methods of cognitive analysis: frame analysis; metaphor analysis; conceptual analysis.
Scientific claims are significantly strengthened when they are subject to testing by multiple methods (Shavelson, 2002: 10).

‘Within the linguistic traditions that have developed and become known so far, linguists have become highly skilled in certain methodologies that expose certain types of insights about language. They are particularly well trained through the discipline of the field, e.g., to address such questions as ‘What … precisely?’, ‘How?’ and even, sometimes, ‘Why?’ They are also very well equipped to explore possible causes and effects, to make comparisons and contrasts of one kind or another, and to describe part/whole relations, particularly in terms of hierarchical arrangements. There are, no doubt, other types of insights that have not yet been imagined, but which, when discovered and made public, will advance and deepen current knowledge about human language’ (Jefferies, 1992: 136).

Linguists must be particularly adept at handling analyses of very messy arrays of data. There should not be any motive for hiding or ignoring ‘problematic’ data which are exceptions to the hypotheses (the ‘ugly ducklings’ that are often shunned by some theories), e.g., errors, anomalies, creative use. These exceptions, which one can call the residue, and their contribution to the overall pattern of the data ultimately make or break the analysis.

It is important to understand what to make of the residue. The residue derives from three possible sources (Tomlin, 1985: 165). 

First, the residue may be due to errors in coding of data by the linguist. One might have incorrectly marked a clause as subordinate when it was independent, for example. Such errors are to be expected, but should constitute only a very few cases.
Second, it may be due to a performance error on the part of the individual generating the data. For example, a speaker is asked to describe events seen in a film but instead at some point comments on the quality of the film's animation. The resulting utterance would not conform to the task the data-collection technique was aiming at and might, because of this, show up as an exception in the data.
Third, the residue may well be due to a problem in the theory or model or hypothesis one is investigating. In fact, a good way to argue within linguistic analysis is to show that one's hypothesis better accounts for certain data (i.e., reduces the residue) than its best competitor, and thus should be preferred.

5.3. Methods of comparative study of languages

Methods of comparative study of languages are (a) historical comparative method, (b) areal comparative method, (c) typological comparative method, and (d) contrastive analysis.
(a) Historical comparative method is a technique used by linguists to reconstruct certain features of the language on the basis of resemblances in the descendent languages. It aims to prove that two or more historically attested languages are descended from a single proto-language (proto- applies only to the ancestral language as reconstructed by the comparative method). 

Developed in the 19th century through the study of the Indo-European languages, the comparative method remains standard by which mainstream linguists judge whether two languages are related.

The term cognates used in comparative linguistics refers specifically to words which have survived in various languages from a common original language. It means ‘born together’. The word mother certainly existed in Indo-European, probably in a form like *māter (the asterisk indicates that the form is reconstructed). Latin has preserved it intact. The Greek meter is not much different, nor Old Irish māthir or the Slavonic mati. The Proto-Germanic form must have been *modor, judging from Old High German and Old Norse; the German Mutter and the English mother have developed from the Old High German muother and the Anglo-Saxon mōdor respectively. So, modern equivalents of mother, like the French mere, the German Mutter, and the Spanish madre are cognates.
While dealing with the reconstruction of the proto-language we can rely only on those cognates from the related languages whose origin from this language is supported by sound laws and general tendencies in the development of their meaning, and the possibility of chance must be ruled out. One plain example of chance is the English bad and the Persian bad, both of which have the same meaning, though the words are not related in origin. With a slight shift of sound, we have the Italian donna and the Japanese onna, both of which mean ‘woman’. Another serious problem is that languages can resemble each other because of lateral borrowing rather than vertical inheritance, as in the recent exchanges that led to her negligee and le weekend (Pinker, 1995: 255-256). 

Vocabulary is therefore a very shaky criterion on which to base language kinship, though it may be observed that there are certain basic words, like names of family relation​ships and numerals, which are hardly ever borrowed (Иванова, 1995: 23). 

William Jones pointed out as long ago as 1786 that only resemblances in the grammatical forms are absolutely reliable. Grammatical forms, as a rule, are never borrowed by one language from another. If the same grammatical meanings are expressed in the same grammatical forms in the compared languages, we can be sure of their close relationship. Take, for instance, the verb take in related languages, in the form they take:

Ukrainian     Old Slavonic     Sanskrit     Greek     Latin     Gothic

              berút'              berọt           bharanti    pheronti   ferunt   bairand

This example shows that the endings -ut’, -ọt, -anti, -onti, -unt,  -and are equivalent and come from the same source. 

As far as the meaning of the reconstructed words is concerned, they need not coincide exactly; they can diverge according to the laws of polysemy, as the following example shows:
Sanskrit 
       kravis 
Russian 

    krov'
Greek              kréas 
Old High German
   hrēo
Latin                cruor 
Anglo-Saxon  
   hrā
Lithuanian       kraŭjas 
English 
                 raw
Old Slavonic   krьvъ 

On the basis of these forms, it can be assumed that in the Indo-European parent language there was a root *kreu which could assume different, though related, meanings in all these languages: ‘blood’ in Russian, ‘meat’ in Greek, ‘raw’ in English.

Steps to be followed in the application of the historical comparative method: (1) assemble potential cognate lists (regularly recurring match between the phonetic structure of basic words with similar meanings), (2) establish correspondence sets (determine regular sound correspondences they exhibit), (3) reconstruct proto-phonemes, (4) examine the reconstructed system typologically.

From lists of cognates, regular sound correspondences between the languages are established, and a sequence of regular sound changes can then be postulated which allows the proto-language to be reconstructed from its daughter languages. Relation is deemed certain only if a partial reconstruction of the common ancestor is feasible, and if regular sound correspondences can be established with chance similarities ruled out.

The comparative method has been thoroughly applied to the reconstruction of Proto-Indo-European, Proto-Romance, Proto- Germanic, Proto-Celtic, and Proto-Slavonic. The forms of Proto-Indo-European and other reconstructed languages may be totally hypothetical in status but they have nonetheless become a major field of linguistic enquiry (Poluzhyn, 2004: 263). 

(b) Areal comparative method is used when studying languages bordering geographically. Such languages maintaining contact reveal common features, which constitute the so-called secondary affinity. The properties of time, place, and migration serve as criteria for the comparative areal method. Rasmus K. Rask examined all the languages bordering geographically on Norse to discover whether they were related. He was the first to recognize the relationship between the languages now called Germanic. 

(c) Typological comparative method aims at establishing general linguistic categories for the classification of both related and non-related languages into different types. 

Linguistic typology has established a classificatory system for the languages of the world into which individual languages can be slotted according to their preferred grammatical, phonological, or lexical features. The approach here is synchronic, in that languages are grouped according to their present-day characteristics, no reference being made to their histories, not even to their historical relatedness. Thus it might happen that the two unrelated languages (e.g., one Baltic, the other Pacific) turn out, typologically, to belong to the same grouping (James, 1998: 1-2).

In terms of ancestry, English is closely related to German and more distantly related to French, Russian, Ukrainian, and Greek, yet typologically it is in some ways rather more similar to the unrelated Chinese than to its relatives (Trask, 2000: 138).

As a result of typological investigations, various typological classifications of languages have been elaborated. According to the most familiar classification, human languages fall into four types. 
Isolating (analytical) languages (like Chinese) are devoid of the form-building morphemes; grammatical relationships are not expressed in the word itself, but by means of function words (auxiliary verbs, prepositions) and word order.

Isolating languages are sometimes called amorphous (i.e., formless). The words in these languages do not depend upon one another, because they are invariable in themselves and, so to speak, ‘isolated’ in the sentence. The best example of an isolating language is Chinese, monosyllabic and invariable. A Chinese root like da can be used as a noun to mean ‘greatness’, an adjective to mean ‘great’, a verb to mean ‘to be great’, and an adverb meaning ‘greatly’. The exact meaning is made clear by where it stands in the sentence. 

Agglutinative languages (like those of the Turkic group) are characterized by agglutination – a process of word formation in which each grammatical category is typically represented by a single morpheme in the resulting word. 

A characteristic feature of these languages is the large number of suffixes which are added in a strictly prescribed order to the unchangeable root of the word, as in Turkish, in which ev means ‘house’, ev-den means ‘from a house’, and ev-ler-den means ‘from houses’. Each of the suffixes expresses one definite grammatical meaning, and each grammatical meaning is expressed by the same affix in whatever word it is required.
Inflectional (synthetical) languages (the Indo-European and Semitic languages), characterized by inflections, which often fuse together several grammatical categories (such as number, gender, and case) into a single morpheme, and which often undergo major phonological alterations when com​bined with roots.

Incorporating (polysynthetical) languages (languages of the American Indians and Eskimo), characterized by the inclusion of the object within the inflected verb form as a type of word-formation  (the verb and the object as a whole word). 

Incorporation of affixes expres​sing different grammatical meanings into the verb is carried to such an extent that the whole expression forms one unseparable unity which can hardly be called either a word or a sentence, e.g., I came to give it to her is rendered in Chinook (an Indian language of the Columbia River) by i-n-i-a-l-u-d-am. This word consists of the root -d- ‘to give’; -i- indicates recently past time; -n- the pronominal subject I; the other -i- the pronominal object it; -a- the second prono​minal object her; -l- is a prepositional element indicating that the preceding pronominal prefix is to be understood as an indirect object (-her-to-, i.e., to her); and -u- indicates movement away from the speaker. The suffix -am modifies the verbal content in a local sense. 

English is considered a ‘canonized’ representative of lingual analytism. Analytical tendency in Modern English manifests itself in various language phenomena which belong to different language levels and are quite heterogeneous: comparatively few grammatical inflections and a sparing use of sound alternations (suppletivity) to denote grammatical forms; analytical morphological forms (have done, will play); quasi-morphological forms (be going to+infinitive, used to+infinitive); non-finite forms of the verb and complexes with them (complex object, complex subject, etc.); phrasal verbs (get in = enter, get out = leave); fixed phrases (V+vN: give a look = look; V+N: make a suggestion = suggest; V+prep+N: come to an agreement = agree; V+Adj: go bad); extensive use of word-substitutes (do a book, do a play); analytical means of denomination (railway station, lady visitor); attributive application of nouns (silver flow); productivity of conversion (a book → to book); wide use of prepositions (prepositional phrases) to denote relations between objects and connect words in the sentence (to the boy, of the boy, by the boy); a more or less fixed or ‘grammatical’ word order to denote gram​matical relations; analytical predicate (compound nominal and compound verbal); analytical lexical units (let go, make believe, get rid).

Analytical lexical units of the type let go, make believe, get rid constitute one of the typological characteristics of English (Сухорольская, 1989; Сухорольська, 1984, 1991). They are formed by a functional-semantic model (let+Vinf, make+Vinf, get+Ven) and are characterized by structural-semantic and functional integrity, functional differentiation of components into functional and notional, contact position of their constituents, their ability to enter into synonymous or antonymous series alongside with monolexemic verb: let go = release, make believe = pretend, make do = manage, let slip = omit, get rid = disembarrass, get set = resolve. 

Analytical grammatical forms (have done, will play, was written) and analytical lexical units (let go, make believe, get rid) are different formations and must not be confused. Analytical lexical units belong to the lexical level, whereas analytical grammatical forms represent the morphological level. Analytical word-form is a member of the paradigm of the notional word; analytical lexical unit possesses its own full paradigm. Analytical verbs are realized in all the morphological (paradigmatic) forms: he gets rid, he got rid, he has got rid, he was got rid of. 
There are no ‘typologically sterile’ languages (Алефиренко, 2005: 359). Some basic typological properties of other types of languages are found in English. English, like the inflecting languages, has an agreement marker, the third person singular -s as in He walks. It also has case distinctions in the pronouns, such as he vs. him. Like agglutinating languages, it has machinery that can glue many bits together into a long word, like the derivational rules that create sensationalization and Darwinianisms (Pinker, 1995: 232). 

English can incorporate in at least two ways. One is to form compound verbs, where an argument of the verb (i.e., a participant in the action) is the first member, e.g., the instrument for fishing, the spear, is incorporated into the verb to spearfish. Another method of incorporation is to take a nominal that would normally serve as the argument for a verb and create a verb out of it, e.g., the senses of both action and location are incorporated in the verb to bottle.

The principles of typological comparative method have played an important role in the linguistic enquiries looking for language universals (also called linguistic universals), i.e., traits or properties of a language that exist, or have the potential to exist, in all languages. Many surveys have been conducted, involving scores of languages from every part of the world, and literally hun​dreds of universal patterns have been documented. Some hold abso​lutely. No language forms questions by reversing the order of words within a sentence, like Built Jack that house the this is? Some are statistical: subjects normally precede objects in almost all languages, and verbs and their objects tend to be adjacent. Most languages have SVO or SOV order; fewer have VSO; VOS and OVS are rare (less than 1%); and OSV may be nonexistent (Pinker, 1995: 233-234). 
The largest number of universals involve implications: if a language has X, it will also have Y. If the basic order of a language is SOV, it will usually have question words at the end of the sentence, and postpositions; if it is SVO, it will have question words at the beginning, and prepositions. Implicational universals are found in all aspects of language, from phonology (if a language has nasal vowels, it will have non-nasal vowels) to word meanings (if it has a word for ‘purple’, it will have a word for ‘red’) (Pinker, 1995: 234).

(d) Contrastive Analysis is a systematic study of a pair of languages with a view to identify their structural differences and similarities. It is not concerned with classification, and, as the term contrastive implies, is more interested in differences between languages than in their likenesses (James, 1980: 2).

Contrastive analysis is mainly concerned with two languages (related or non-related) both common and divergent (isomorphic and allomorphic) features of which are described: NL ‘native language’ and FL ‘foreign language’ in the case of language learners, SL ‘source language’ and TL ‘target language’ in the case of translation, or simply L1 and L2. It is executed on the various language levels: phonological, lexical, and grammatical (James, 1980: 2).

The procedures of contrastive analysis were first formulated by the American linguist Robert Lado in his book Linguistics Across Cultures: Applied Linguistics for Language Teachers (1957). His point of view is that learning a 2nd language constitutes a very different task from learning the 1st language. The basic problems arise not only out of any essential difficulty in the features of the new language but primarily out of the special ‘set’ created by the 1st language habits. His recipe of how to achieve progress in mastering a foreign language is comparison of 2 languages + compa​rison of 2 cultures to discover and describe the problems that the spea​kers of one of the language will have in learning the other. 
Contrastive analysis involves two steps (or procedures): description and comparison. First, there is the stage of description when each of the two languages is described on the appropriate level. The two descriptions need to be ‘parallel’. The minimum requirement of ‘parallel description’ is that the data from the two languages (L1 and L2) should be described through the same model of description (James, 1980: 30).

The second stage is the juxtaposition of descriptions for comparison. Here we encounter the issue of criteria for comparison, or the tertium comparationis (Latin ‘the third [part] of the comparison), the common platform that guarantees the comparability between languages. In contrastive analysis, there are two object-languages (L1 and L2), consequently one more language may be used as metalanguage (e.g., Latin) (Жлуктенко, 1979: 7). Very often one of the contrasted languages (L1) is used as tertium comparationis (TC), i.e., the yard stick to measure the characteristics of correspondences in L2. There also exists an opinion that the best basis for comparison (TC) of the elements in different languages is their meaning.

The following guiding principles are suggested for contrastive study: (1) to analyze the mother tongue and the target language independently and completely, (2) to compare the two languages item-wise-item at all levels of their structure, (3) to arrive at the categories of: (a) similar features, (b) partially similar features, and (c) dissimilar features – for the target language, (4) to arrive at principles of text preparation, test framing, and target language teaching in general.

In contrastive phonology, for example, descriptions of the systems of two or more languages may highlight gaps or non-correspondences among speech sounds; thus, a Japanese learner’s pronunciation of table as /teburu/ can be accounted for as an approximation to /l/ in the form of the familiar flap /r/ and the replacement of the consonant cluster /bl/ by the familiar syllables /bu/ and /ru/ (The Oxford Companion, 1992: 261).

In contrastive grammar, accounts of how words group into sentences may prove useful; for example, German students learning the interrogative patterns of English discover that auxiliaries are used rather than inverted word order (Do you like …? as opposed to Magst du …? ‘Like you …?’) (The Oxford Companion, 1992: 261).

At the level of vocabulary, the difficulties of achieving word-for-word equivalence can be discussed for the benefit of compilers and users of bilingual dictionaries (The Oxford Companion, 1992: 261).

In discourse, much remains to be done with such contrasts as genre conventions and register ranges, from differences in business cards and death notices to television newscasts and books of poems. A further area is the contrastive analysis of cultural beliefs, customs, and institutions, which could aid international interpretation and understanding. Systematic studies of cultural contrasts are rare and tend to cover limited domains, such as kinship terms and verbs of cooking (The Oxford Companion, 1992: 261).

Contrastive analysis is of interest and relevance not only for language teaching, but also for Translation Studies (Зорівчак, 1979, 1983). An exemplary contrastive analysis of English and Ukrainian idiomatic (set) expressions carried out by Prof. R.P. Zorivchak (Зорівчак, 1979: 62) has shown that they may be divided into:

(1) Congruents (demonstrating absolute degree of similarity: the same meaning, number of components, distributional structure): пролити кров – to shed blood; день і ніч – day and night.
(2) Absolute equivalents (allowing of some structural or lexical differences peculiar of the language, e.g., the use of articles in English): куй залізо, поки гаряче – strike the iron while it is hot.
(3) Partial equivalents with different (a) componential or grammatical structure: бачити на власні очі – to see with one’s own eyes;
 (b) denotational figurativeness: дати ногам знати – to take to one’s heels; лихий їх знає – the devil knows; (c) functional stylistic connotation: [Царівною називають, Очей не спускають з мого цвіту, Дивуються,] Не знають де діти (Шевченко) – hold me in esteem; (d) expressive emotional connotation: [Слава тобі, Шафарику,] Вовіки і віки! (Шевченко) – Forever and ever.
Contrastive analysis has shown that out of 30,000 idioms listed in the Ukrainian-English Phraseological Dictionary, 2,820, that is, 9.4% are common to both languages (Зорівчак, 1983: 61). These are internationalisms which emerged due to similarity of customs, human experience, ways of thinking, etc. Bookish phraseology from the Bible and Greek-Roman mythology is also included in this group. 

Difficulties in translating idioms arise when an idiom has no equivalent in the target language. Language specific (national) idioms present a separate universal feature of all languages. These idioms are formed on the basis of the component parts/images characteristic of a specific national community and its language, e.g., to dine with Duke Humphry, to cut off with a shilling (in English), впіймати облизня, пекти раків, утерти носа (in Ukrainian).  

Contrastive study of the Ukrainian and English languages was initiated by Yuriy Zhluktenko in his Comparative Grammar of the English and Ukrainian Languages (1960). It was followed by a number of fundamental works in the 1970s-1990s (Нариси, 1979; Порівняльні дослідження з граматики, 1981; Korunets’, 2003).
Yu. Zhluktenko’s ideas were developed by Ilko Korunets’ whose book Contrastive Typology of the English and Ukrainian Languages (1995; 2003) has been the first ever published comprehensive contrastive study of the two languages on the phonological, morphological, syntactic, and lexical levels.

5.4. Structural methods

Structural methods include (a) oppositional analysis, (b) distributional analysis, (c) IC analysis, (d) transformational analysis.
(a) Oppositional analysis was first introduced by Nikolay Trubetzkoy who developed an elaborate set of contrast criteria for the identification and classification of phonological oppositions. 

Opposition is defined as a functionally relevant relationship of partial difference between two partially similar elements of language. The common features of the mem​bers of the opposition make up its basis, the features that serve to dif​ferentiate them are distinctive features. In English, the phoneme /b/ is characterized by voicing, stop articulation (i.e., it involves a complete closure), and it is oral (i.e., non-nasal). There is another phoneme /p/ in English which shares all of those characteristics except voicing. 

The principle of contrast or opposition is of particular importance in linguistic theory. This principle was first developed in phonology but it is equally applicable in other areas of linguistics. 

The notion of opposition can be applied to elements of different linguistic status: phonemes, morphemes, words, word-forms, phrases, sentences, e.g., girl :: girlish (morphemic opposition); man :: boy (lexical opposition); play :: plays (morphological (formal) opposition); Peter plays :: Does Peter play? (declarative :: interrogative) (syntactical opposition).

It has become customary to designate opposition with the signs ÷ or :: , e.g., skilled ÷ unskilled, skilled :: unskilled. It may also be represented as a fraction, e.g., _ skilled_      
                                                             unskilled
Linguistic elements may enter into several types of oppositions with other cognate elements.

Oppositions between the members of the opposition: privative, gradual, and equipollent.

The most widely known is the bi​nary privative opposition  in which one member of the contrastive pair is characterized by the presence of a certain feature which is lacking in the other member (hence ‘priva​tive’, i.e., indicating negation or absence). This feature is said to mark the opposition. The element possessing the feature in question is called the marked (strong) member of the opposition, the other is called the unmarked (weak) member of the opposition. The presence of voice marks the privative opposition /b/ :: /p/, the marked member of the opposition characterized by this minimal distinctive feature being the phoneme /b/. In the privative opposition boy :: lad, the distinctive feature is that of stylistic colouring of the second member. In morphology, privative oppositions may be illustrated by book :: books, play :: is playing, etc.

Gradual opposition is formed by a contrastive group of members which are distinguished not by the presence or absence of a feature, but by the degree of it. Phonemes /ı:/ :: /ı/ :: /e/ :: /æ/ are differentiated by the degree of their openness. The verbs affect :: torment :: torture – by the degree of intensity implied in the inflicted suffering. In morphology, it is a minor type of oppositions, e.g., strong :: stronger :: the strongest.
In an equipollent opposition, the members are logically equal and may differ in changes in their common distinctive feature. For example, /m/ and /b/ are both bilabial consonants, i.e., they have one distinctive feature in common. Stylistic synonyms girl :: maiden :: lass serve as an example of an equipollent opposition where stylistic colouring is a differential feature. In morphology, it is a minor type of oppositions confined to formal relations only, e.g., opposition of the person forms am :: is :: are.
Oppositions defined with respect to the whole system of oppositions: proportional, isolated, and multi-dimensional.
Proportional opposition is based on correlation between sets of binary oppositions. It is composed of two subsets formed by the first and the second elements of each couple. Each element of the first set is coupled with exactly one element of the second set and vice versa, e.g., /p/ :: /b/ = /t/ :: /d/ = /k/ :: /g/ = /f/ :: /v/ = /s/ :: /z/ = /θ/ :: /ð/; child :: childish = woman :: womanish = book :: bookish.

Isolated opposition is limited to one pair of words only and there is no other pair the members of which have the same relations, e.g., wit :: witness, where the noun stem of the first member combined with the native English suffix -ness forms the name of the person, whereas in the majority of cases -ness is attached to adjectives and participles, forming abstract nouns denoting quality or state, e.g., dark :: darkness = good :: goodness = kind :: kindness = obliging :: obligingness  = prepared :: preparedness.
When the basis of similarity is not limited to the members of one opposition but comprises other elements of the system, linguists call the opposition poly-dimensional. The presence of the same basis or combination of features in several words permits their grouping into a subset of the vo​cabulary system, i.e., lexical group.
An opposition existing between two elements may under certain conditions become irrelevant. One member of an opposition  can be used in the position of the other. This kind of oppositional reduction is referred to as neutralization of opposition. The position of neutralization is filled in by the weak member of the opposition.

Phonological neutralization in English is illustrated by the absence of contrast between final s and z after t. In morphological derivation, the opposition of animate personal nouns to all other nouns sustained by suffixes -or/-er, -ant, -ist can be neutralized: accountant ‘a person who keeps accounts’ and coolant ‘a cooling substance’. Neutralization of opposition in grammar is illustrated by the sentences I have no brother and I have no brothers. 

The method of oppositions has been successfully extended to grammar. It is equally effective in morphology and syntax.

The principle of binary oppositions is especially suitable for describing grammatical categories. A simple case of oppositions in pairs of gramma​tical forms will be found, e.g., between the Singular and the Plu​ral in nouns, or between Active and Passive in verbs. It is around such oppositions that the grammatical system of the language is to a large extent built up. 
The oppositional method has also been applied to describe different types of simple sentences and variants of one and the same sentence. Different sentence-types (the opposites) are those that cannot be substituted for each other without changing the structural meaning of the sentence. Here belong two-member sentences as against one-member (John worked :: John! or Work!); sentences differing in the main constituents arrangement (We saw a river there :: There is a river there); sentences differing in the case-form of the subject-noun (Mary was a happy girl :: Mary's was a happy life). 

Variants of a sentence-type are those that can be substituted for each other without chang​ing the structural meaning of the sentence or distorting it beyond recognition. Positional variants are context sensitive sentences in which one of more elements are left out but can be unambiguously inferred from the preceding sentence. Included positional variants are placed in the position occupied in the preceding sentence by a question word or a word repeated in the positional va​riant: Where did she see him? – In the park. Adjoined positional variants are optionally added to the preceding sentence: I am leaving. To​night. Immediately. Optional variants are extended sentences as against unextended ones: She saw him :: She saw him yesterday in the park. Stylistic variants may be emotional: She is such a darling! or colloquial: Father in town? Lost my job, Vic.
(b) Distributional analysis aims at analyzing linguistic elements in terms of their distribution. The term distribution is used to denote the possible variants of the immediate lexical, gram​matical, and phonetical environment of a linguistic unit (phoneme, morpheme, word, etc.). It implies the position of an element and its combinability with other elements in this or that particular context.

According to Zellig Harris (1961: 15-16), the distribution of an element is the total of all environments in which it occurs, i.e., the sum of all the (different) positions (or occurrences) of an element relative to the occurrence of other elements. 

Distribution is described in terms of positions and in terms of positional classes (distri​butional classes) of fillers for these positions. The distribution of an element is given by the distributional formula which is the contextual pattern of the environment characteristic of the concrete occurrence of a linguistic unit. The distributional value of the verb get may be shown by the following examples:
get + N 

(notional verb) 

get a book
get + A   
(copula-type verb) 
get cool
get + V!nf   
(semi-auxiliary verb of aspect) get to think
get + V!ng   
(semi-auxiliary verb of aspect) get thinking
get + prep + V!ng  
(semi-auxiliary verb of aspect) get to thinking 

get + N + V!nf   
(causative verb) 

get him to work
get + N + V!ng   
(causative verb)

get the watch going

get + N + Ven   
(causative verb)

get it done
get + Ven   
(the so-called passive auxiliary) get killed
have got + V!nf
(modal verb) 

it has got to be done

get + Ven      
(function verb of an analytical lexical unit) get rid

The element whose distribution is under analysis remains unsymbolized. Contextual positions in its environment identified as function-slots are symbolized accordingly. 

A phrase, all elements of which, including the head-word, are

coded, is called a distributional pattern, e.g., to make somebody laugh – to V1 Np V2. The subscripts 1, 2, etc. show the order of appearance of different members of the same class. 


Three types of distribution are commonly distinguished in distributional analysis.

Complementary distribution is said to take place when two linguistic units (variants) cannot appear in the same en​vironment. Only one of them normally occurs in certain environments and only the other normally occurs in other surroundings. Stems ending in consonants take the suffix -ation (liberation); stems ending in pt, however, take -tion (corruption) and the final t becomes fused with the suffix. Positional variants of the morpheme -(e)s [z], [s], [ız] are also in complementary distribution, cf.: rooms, books, boxes, etc.

Contrastive distribution is understood as a difference of two linguistic units occurring in the same environment and changing one linguistic form into another (signalling different meanings), e.g., book :: books, measurable – measured. 
Non-contrastive distribution is understood as a difference of two linguistic units occurring in the same environment without changing one linguistic form into another form: hoofs – hooves, wharfs – wharves, etc.

The main concern of distributional analysis is to investigate the distribution of forms (e.g., morphemes) in a language. The method employed involves the use of test-frames which can be sentences with empty slots in them: The _____ makes a lot of noise. I heard a _____ yesterday. 

There are a lot of forms which can fit into the slots to produce good grammatical sentences of English, e.g., donkey, car, dog, radio, child, etc. Consequently, we can suggest that because all of these forms fit in the same test-frame, they are likely to be examples of the same grammatical category (parts of speech like noun or adjective or parts of sentences like subject or adverbial). By developing a set of test-frames of this type and discovering what forms fit the slots in the test-frames, we can also produce a description of (at least some) aspects of the sentence structures of a language (Yule, 1996: 93).

Distributional analysis is applied to investigate collocations, differentiate between synonyms, classify word-groups, identify class-membership and functions of linguistic units, etc.

(c) Immediate Constituent (IC) analysis is a method of linguistic analysis that divides sentences into successive layers, or constituents, until, in the final layer, each constituent consists of only a word or meaningful part of the word. A constituent is any word or

construction that enters into some larger construction.

It was discovered that combinations of linguistic units are usually structured into hierarchically arranged sets of binary constructions, e.g., in the word-group a black dress in severe style we do not relate a to black, black to dress, dress to in, etc. but set up a structure which may be represented as a black dress / in severe style (Soloshenko, Zavhorodniev, 1998: 189-190). 

An Immediate Constituent (IC) is a group of lingui​stic elements which functions as a unit in some larger whole. Successive segmentation results in Ultimate Constituents (UC), i.e., two-facet units that cannot be segmented into smaller units having both sound-form and meaning. The Ultimate Constituents of the word-group analyzed above are: a / black / dress / in / severe / style.

The fundamental aim of IC analysis is to segment each utterance into two maximally independent sequences or ICs, thus revealing the hierarchical structure of this utterance. 
The analysis of the constituent structure of the sentence can be represented in different types of diagrams. 

One type of diagram simply shows the distribution of the constituents at different levels (Yule, 1996: 94).



  

                The      man         saw     the     thief       in     a       car

This type of diagram can be used to show the types of forms which can substitute for each other at different levels of constituent structure (Yule, 1996: 94).



  

                The      man         saw     the     thief       in     a       car

                        Fred              took           Jean          to     Honolulu

                          He               came                                   here

This type of IC diagram may be drawn somewhat differently. Such a diagram is called a candelabra diagram:

The man hit the ball




      |___|      |    |___|




          |         |____|




          |_______|





    |




           Sentence

Another type of diagram uses slashes (/) to show the groupings of ICs:

My younger brother      /   
left all his things there.

My // younger brother   /  
left all his things // there.


My // younger brother   /
left /// all his things // there.

My // younger /// brother /
left /// all //// his things // there.


My // younger /// brother /
left /// all //// his ///// things // there.

An alternative type of diagram is designed to show how the constituents in sentence structure can be marked off via labeled brackets. The first step is to put brackets (one on each side) around each constituent, and then more brackets around each combination of constituents (Yule. 1996: 94).

                                    

                                      

[The] [dog]        [followed]     [the] [boy]





We can label each constituent with grammatical terms such as T (determiner), N (noun), NP (noun phrase), V (verb), VP (verb phrase), S (sentence). In the following diagram, these labels are placed beside each bracket which marks the beginning of a constituent. The result is a labeled and bracketed analysis of the constituent structure of the sentence (Yule, 1996: 94).

       S

                                  VP  

            NP                                   NP

 T     N            V                T     N

[The] [dog]        [followed]     [the] [boy]





IC analysis may be shown by a derivation tree diagram.

            Sentence

         _____|_____

        |                     |

      NP                 VP

 ___|___          ___|___

|             |        |             |

              T           N      V           NP

              |             |        |       ___|___

              |             |        |      |             |

             T            N      V     T            N

              |             |        |      |             |

           The       man    hit   the        ball

A tree diagram is fit not to analyze sentences, but shows how a sentence is derived (or built, or generated) from the ICs. The derivation tree is drawn as two branches forking out from the sign S (sentence). Each branch has nodes (joints or knots) in it from which smaller branches fork out. Each node corresponds to a phrase, the two forking branches correspond to the IC of the phrase. 

The generating of the sentence involves first only the classes of words and the function words. Only on the lowest level (the morphemic level) we choose the concrete lexical elements.
IC analysis which brings forth the mechanism of generating sentences has contributed greatly to the development of generative grammar – a linguistic theory that attempts to describe the tacit knowledge that a native speaker has of a language by establishing a set of explicit, formalized rules that specify or generate all the possible grammatical sentences of a language.

The study of syntax is greatly facilitated by studying the types of ICs which occur. The prime function of IC analysis is to reveal a formal difference correlated with the se​mantic one. The King of England's people has two meanings, and correspondingly two IC analyses: (1) the / King // of England's people (‘the King of a certain people), and (2) The King of England/'s people (‘the people of a certain King). The two meanings in each of the following sentences also come from the different ways in which the words, or ICs, can be grouped: Yoko Ono will talk about her husband John Lennon who was killed in an interview with Barbara Walters. Two cars were reported stolen by the Groveton police yesterday (Pinker, 1995: 102-103). Correct IC analysis helps to understand the real relations of elements constituting the sequence.

IC analysis is also used to study the morphemic structure of words and provides the basis for further word-formation analysis. The verb denationalize has both the prefix de- and the suffix -ize. The binary segmentation of the string of morphemes making up the word shows that *denation or *denational cannot be considered independent sequences. The only possible binary segmentation is de / nationalize, therefore the word is a prefixal derivative.

(d) Transformational analysis is used to identify syntactic and semantic similarities and differences between language units through similarities and differences in their transformation sets (Бацевич, 2004: 20). It entails re-patterning of various distributional structures to discover difference or sameness of meaning.

The procedure of showing the process of word-formation is an elementary case of transformational analysis, in which semantic similarity or difference of words is revealed by the possibility or impossibility of transforming them according to a prescribed model and following certain rules into a different form, called their transform, cf.: monthly → occurring every month, yearly → occurring every year. Gentlemanly does not show this sort of equivalence: gentlemanly ≠ *occurring every gentleman (Arnold, 1973: 282). The conditions of equivalence between the original form and the transform are prefixed. In this case, these are the sameness of meaning and of the kernel morpheme. The rules of transformational analysis, therefore, are rather strict and should not be identified with paraphrasing. There are many restrictions both on the syntactic and lexical levels. 

The most common transformational procedures in transfor-mational analysis are (Soloshenko, Zavhorodniev, 1998: 200-201):
Permutation – repatterning of the kernel transform on condition that the basic relationships between language units are not changed, cf.: his work is excellent → his excellent work → the excellence of his work → he works excellently.
Replacement (substitution) – substitution of a component of the distributional structure by a member of a certain strictly defined set of lexical units. In the two sentences having identical distributional structure – He will make a bad mistake and He will make a good teacher – the verb make can be substituted for by become or be only in the second sentence (he will become / be a good teacher) but not in the first (*he will become a bad mistake), which is a formal proof of the difference in the meaning of the verb make in each of the sentences. Impossibility of identical transformations of distributionally identical structures is a formal proof of difference in their meanings.
Addition (expansion) – introducing new component(s) in the distributional structure. If to the two sentences John is happy and John is tall – we add in Moscow, we see that *John is tall in Moscow is utterly nonsensical, whereas John in happy in Moscow is a well-formed sentence. Evidently, this may be accounted for by the difference in meanings of adjectives denoting inherent (tall, clever, etc.) and non-inherent (happy, popular, etc.) properties.
Deletion (zeroing) – removing some component(s) from the distributional structure. The procedure shows whether one of the words is semantically subordinated to the other(s), i.e., whether the semantic relations between words are identical. The word-group red flowers may be transformed into flowers without making the sentence nonsensical: I love red flowers → I love flowers, whereas I hate red tape cannot be transformed into *I hate tape.
The value of transformational analysis reveals itself in the observation of the synsemantic character of phrases and sentences. It is used as a means to explicate the implicit structural meanings of the IC's of the phrase or of the sentence, e.g., my sister's arrival → my sister arrived; the criminal's arrest → X arrested the criminal; to identify the syntactic functions of various phra​ses, e.g., to make a remark → to remark; to give a laugh → to laugh. It is most helpful in the observations on synonymic forms of expression, in studying style from the grammatical point of view, in identifying the nature of some language unit in a contrasted language.

5.5. Methods of semantic analysis

The main methods of semantic analysis are (a) componential analysis, (b) contextual analysis, (c) semantico-syntactic analysis.

(a) Componential analysis attempts to reduce meaning to its smallest components. It is a method of structural semantics which analyzes the structure of word meaning.

There are several varieties of componential analysis, American and European (Ullmann, 1973: 34-36).

The best-known experiment in this kind of analysis is the theory of American linguists J.J. Katz and J.A. Fodor (1963) which is designed to provide the semantic component of a transformational-generative grammar. This was first put forward in 1963 but has since undergone several modifications. The essential feature of the Katz-Fodor scheme is that it breaks down each meaning of a word into a series of elementary components arranged in such a way that they progress from the general to the particular. 

Semantic features are classified into semantic markers – features which are present also in the lexical meaning of other words and distinguishers – features which do not recur in the lexical meaning of other words. Markers refer to features which the item has in common with other items, distinguishers refer to what differentiates an item from other items. Not every lexical meaning has a distinguisher; if there is one, it always stands at the end of the series. There is also a third type of component: a syntactic marker specifying the part of speech to which the word belongs. 
The meaning of boy may be analyzed as involving the following components, the first of which is a syntactic marker while the rest are semantic markers: ‘noun — countable noun — human — young — male’. Girl will have the same components, except that here we have 'female' in​stead of 'male'. Woman will also have the same components with the exception of 'female' in​stead of 'male' and ‘adult’ instead of ‘young’. Componential analysis of spinster, on the other hand, runs: ‘noun — countable noun — human — adult — female — who has never married’. The distinguisher ‘who has never married’ differentiates the meaning of the word from other words which have all other common semantic features. 

woman 


spinster                  

            

↓                 

↓                        
          

noun             

noun                        

               
   ↓                 

   ↓                       
           

   countable     

   countable                

               
   ↓                 

   ↓                          

             

   human         

   human              

                 
   ↓                 

   ↓                          

              

   adult            

   adult                                   

                
   ↓                

   ↓         
   who has never      

             

   female          

   female       ↑   married    

                                    


   ↓                ↑                            

                                     


    → → → →                       

European semanticists have also been trying to reduce meaning to minimal components or semes. A seme is an elementary constituent of meaning comparable in function to distinctive features in phon​ology. Just as the phoneme [b] in bale differs from the [p] in pale in respect of voice, the meaning of boy differs from that of girl in respect of sex. The opposition between [b] (voiced) and [p] (voiceless) corresponds to that between boy (male) and girl (female): ‘male’ and ‘female’ are therefore semes (Ullmann, 1973: 37). 

A French semanticist B. Pottier gave an illuminating example of the distinctive function of semes by analyzing the meaning of four French words for various kinds of seats (Ullmann, 1973: 37-38).

	
	to sit upon
	with leg(s)
	for one person
	with a back
	with arms

	canapé
‘sofa’
	+
	+
	–
	(+)
	(+)

	fauteuil

‘armchair’
	+
	+
	+
	+
	+

	chaise
‘chair’
	+
	+
	+
	+
	–

	tabouret

‘stool’
	+
	+
	+
	–
	–


No two words have exactly the same components. The first two semes, however, are shared by all four terms, and it so happens that there exists a word in French, siége ‘seat’, whose meaning consists of these two components and no others.

Semes can be classified into several subtypes and thus ultimately constitute a highly structured system. 

Classeme – categorial seme which refers the word to a certain lexico-grammatical class of words (i.e., part of speech). Classemes are semantic features of higher order; they regulate the realization of the categorial valencies of notional units. 

Archeseme – the most basic, principal generic seme in units of a certain class reflecting their common categorial features, e.g., in kinship terms father, mother, son, daughter, etc. the archeseme is ‘a person who is related by blood or marriage, relative’.

Differential semes – specific semes that differentiate the meaning of a word from other words, e.g., kinship terms father and mother have differential semes ‘male’ and ‘female’ respectively, father and son — ‘parent’ and ‘offspring’, father and uncle — ‘direct lineality’ and ‘indirect lineality’. 

Integrative semes – common semes that do not differentiate the meaning of a word from other words within some thematic group.

Another distinction is made between denotative and connotative semes. Denotative semes belong to the denotative component of meaning. Connotative semes are additional semantic components which represent the connotative component of meaning.

There are three types of connotative meaning: (1) emotive (affective) expressing emotions or feelings, e.g., to glare is ‘to look in anger, rage’, (2) evaluative (attitudinal) rendering some widespread attitude to the referent, e.g., famous refers to ‘someone or something having a reputation of a favorable nature’, and (3) associative consisting of the stereotypical expectations rightly or wrongly associated with the referent, e.g., a possible connotation of home is ‘a place of warmth, comfort, and affection’. 
Researchers also distinguish contextual (connotative nonce) semes defined as occasional figurative meaning of a word originated in a certain context (Арнольд, 1991: 55). The poem by W.H. Oden entitled Thank You, Fog serves to illustrate the contextual seme ‘human being’ realized in the noun fog in the poem.

Distinction is also made between implicit (potential) and explicit semes (Арнольд, 1979). Implicit semes become explicit only in word combinations. The adjective pretty when combined with nouns denoting human beings presupposes in these nouns the semes ‘youth’ and ‘female’, e.g., a pretty girl. Combinability with nouns denoting men of old age is not natural, e.g., *a pretty old man. Implicit meaning is given to a word by the meaning of some other word with which it collocates. 

The term seme identifies any minimal feature of meaning, i.e., any minimal feature of the semantic structure of a word. A single complete sense of a word is called a sememe. Semes are realized as components of a sememe which is defined as an elementary meaning or lexico-semantic variant of a word, a unit of a higher status in the plane of content. 

Componential analysis is currently carried out on the basis of dictionary definitions and is combined with the so-called definitional analysis. Lexicographic definitions lend themselves as suitable material for the analysis of lexical groups in terms of a finite set of semantic com​ponents. For example, the definition of the noun hum runs ‘a continuous murming sound’. It gives us two semes: ‘sound’ and ‘continuousness’. The word murmur in the definition of the noun hum denotes a complex notion and requires further explanation. The number of such recurrent explanations taken from the same or different dictionary is called definition depth. The definition of murmur in the same dictionary by A.S. Hornby is ‘a low continuous sound, vague or indistinct’. This gives us two more semes: ‘lowness’ and ‘indistinctness’. Definition depth in this case equals 2 (we had to consult the dictionary two times) (Арнольд, 1991: 53).

(b) Contextual analysis is a method of observing words in actual speech, as well as their influence on one another in speech. 

Contextual analysis is close to distributional analysis and valency analysis since all of them are aimed at studying certain linguistic units through their linguistic environment (context). But they differ in some of their aspects. The contextual method is not formalized. Like distributional analysis, it is based on the assumption that difference in meaning of linguistic units is always indicated by a difference in environment. Its results, however, are more like a large collection of neatly organized examples, supplement​ed with comments about these examples (Arnold, 1973: 285).

Contextual analysis which concentrates its attention on determining the minimal stretch of speech and the conditions necessary to reveal in which of its individual meanings the word in question is used has a long history in linguistics. A lexicographer will start by collect​ing a number of representative contexts in which a particular word appears. When further collections of examples cease to yield any fresh information, the analytical phase begins: s/he will extract from the contexts the meaning(s) of the word (Ullmann, 1973: 9). Semantic characteristics of the word are observed, described, and studied on the basis of its typical contexts.
(c) Semantico-syntactic analysis is employed to describe the semantics of a sentence. Case grammar is a method of semantico-syntactic analysis created by the American linguist Charles Fillmore in the context of transformational grammar. It focuses on the link between the valence of a verb and the grammatical context it requires, through the connections of the verb with semantic roles (cases) based on the semantic relationship of noun phrases to verbs. 

In his paper The Case for Case (1968), Ch. Fillmore views the deep structure of the sentence (its semantic level) as the role structure of the predicate. The traditional term case is used to name semantic roles (basic categories in deep structure representing participants of the situation). Main bearers of role meanings are noun groups. The deep structure (proposition) of every simple sentence consists of a verb (V) and one or more noun phrases (NP), each associated with the verb in a particular case relationship. 

A sentence like John gave the book to my brother would be assigned the following deep structure representation:

past + verb +   Patient       +   Beneficiary   + Agentive

past + give + ø+the book  + to+my brother + ø+John 

Influenced by formal logic, case grammar characterized the underlying structure of a sentence as having two parts: (1) features such as tense, interrogation, and negation, which relate to the sentence as a whole; (2) the verb and those arguments that accompany it, representing together the basic proposition denoted by the sentence. The arguments are expressed by noun phrases that have different semantic roles (The Oxford Companion, 1992: 199).

Semantic roles have a number of labels including participant roles, deep semantic cases, thematic (or theta) roles. 

Variations appear in the number and names of cases. Among the thematic (semantic) roles commonly referred to are: 


Agent: the animate initiator of some action, capable of acting with volition: John broke the windshield.

Force: the inanimate cause of an event: The hail broke the windshield.

Theme: the entity which is moved by an action, or whose location is described: John is in the kitchen. The balloon floated into the sky. Frederika is very tall. 

Location: the place or state at or in which something is at a particular time: John is in bed / in Boston.

Path: route along which something moves: We left by the rear entrance.

Source: the location from which something has moved: We took the candy from the baby.

Goal: the entity to which something moves: John went from New York to New Orleans.

Experiencer: the animate entity inwardly or psychologically affected by the event or state: Henry knows all the answers. We all feel the pain of loneliness occasionally. Mary saw the smoke. 

Patient: the entity undergoing the effect of some action, often undergoing some change in state: The speeding car struck Bill a glancing blow. The surgeons operated on her for several hours. 

Instrument: the object (usually inanimate) with which an act is accomplished: John opened the door with the crowbar. 

Recipient: the animate being who is the (intended) receiver of the Theme: Some studnts give teachers gifts. 

Beneficiary/Benefactive/Benefactee: the animate being affected (positively or negatively) by the occurrence denoted by the verb: I cut the grass for my grandmother. I baked Sandy a cake.

Factitive: the entity that comes into existence by virtue of the event denoted by the verb: Frankenstein created a monster.

None of the cases can be interpreted as matched by the surface-structure relations which include the subject, the object, the attribute, and adverbial adjuncts in any particular language (Fillmore, 1968: 24-25), e.g., John is Agent in John opened the door as much as in The door was opened by John. The key is Instrument in The key opened the door as well as in John opened the door with the key or John used the key to open the door. Chicago is Locative in both Chicago is windy and It is windy in Chicago. One and the same part of the sentence may express different roles, and one and the same role may be expressed by different parts of the surface structure. 


5.6. Methods of communicative functional analysis  

                    and textual study

The main methods of communicative functional analysis and textual study are (a) speech act analysis (pragmatic analysis), (b) discourse analysis, and (c) text analysis (textual analysis). 

(a) Speech act analysis aims at explaining the meaning of linguistic expressions in terms of their use in performing various speech acts (e.g., asserting, commanding, promising, questioning, requesting, warning). It is considered a type of analysis at the level of meaning (i.e., semantics, pragmatics). The study of speech acts forms part of pragmatics.

Pragmatic theory of speech acts elaborated by John L. Austin in the set of lectures posthumously published as How to Do Things with Words (1962) claims that all utterances, in addition to meaning whatever they mean, perform specific actions (or 'do things') through having specific forces. 

Locutionary force pertains to the act of conveying semantic content in an utterance, considered as independent of the interaction between the speaker and the listener (out of context). 

Illocutionary force pertains to a linguistic act performed by a speaker in producing an utterance: suggesting, warning, promising, or requesting. It is a category of non-literal meaning. It characterizes the speaker’s intention behind the utterance (what sort of thing the speaker intended to do in making the utterance) and belongs in the realm of communicatively functional characteristics of the utterance.
Linguistic expressions may have two or more different illocutionary forces. For instance, Mr. Brown is here may be used to express a statement, a greeting, or a warning. 

Utterances like I warn you, in which the locutionary force is equivalent to illocutionary force (here the utterance is itself an act of warning) are called performatives and the verb warn is a performative verb. The most transparent way to signal an illocutionary force is to use a performative verb like order, promise, accuse, pledge, urge.
Perlocutionary effect pertains to the achievement of the communicative intention of the speaker in recipient(s), as persuading, frightening, amusing, or causing the listener to act. You can't do that may have the illocutionary force of protesting, but the perlocutionary effects of checking the addressee's action, or bringing him to his senses, or simply annoying him (Levinson, 1985: 237). 

J.L. Austin isolates three basic senses in which in saying something one is doing something, and hence three kinds of acts that are simultaneously performed: (1) locutionary act, characterized by locutionary force, is the utterance of a sentence with determinate sense and reference (act of uttering the words), (2) illocutionary act, characterized by illocutionary force, is the making of a statement, offer, promise, accusation, etc. in uttering the words, by virtue of the conventional force associated with it, and (3) perlocutionary act is the bringing about of effects on the audience by means of uttering the words, such effects being special to the circumstances of utterance.

It is of course the second kind, the illocutionary act, that is the focus of pragmatics, and indeed the term speech act has come to refer exclusively to that kind of act that may be performed by a speaker in making an utterance, considered in terms of the content of the message, the intention of the speaker, and the effect on the listener (Finegan, 1999: 299). John R. Searle (1976: 4-24) proposes that there are five basic kinds of speech acts:
 Representatives (assertives), in which the speaker believes that the proposition expressed represents an actual state of affairs and has grounds for so doing (explanation, classification, characterization, description, assertion, statement). 

Directives, in which the speaker attempts to get the hearer to carry out an action (request, question, order, advice, instruction).
Commissives, which commit the speaker to some future course of action (promise, vow, pledge, guarantee, threat, offer). 
Expressives, in which the speaker expresses some psychological state, feelings or attitudes, about a given state of affairs (praise, apology, compliment, complaint, thanks, welcoming, congratulating, greeting, well-wishing, pity, sorrow, anger, entreaty, sympathy, reproach).
Declaratives, which effect immediate changes in the institutional state of affairs and which tend to rely on elaborate extra-linguistic  institutions  (excommunicating, declaring war, christening, firing from employment, will, renunciation).
A sentence is a means of realizing different speech acts. The study of sentences from the perspective of their speech act characteristics and the correlation of their pragmatic and semantic features are the central problems of pragmatic syntax.
Sentence types do not unambiguously signal illocutionary forces. Any of the illocutionary forces can be conveyed by any of the sentence types. Conversely, any one of the sentence types can convey many and various illocutionary forces. To demonstrate this, William Downes (1998: 381-382) considers the directive class, the case of getting someone to do something. The imperative is only one rather specialized way of performing this act. It is clear that all the sentence types are used: declaratives (I order you to eat), imperatives (Eat your lunch!), or interrogatives (Are the letters typed yet? [type the letters] When are you coming home? [come home]).

Taking this into account, another distinction has been made between direct and indirect speech acts (Downes, 1998: 381).
Because of its form a sentence literally conveys the illocutionary force conventionally associated with its sentence type: declarative = assertive force, interrogative = question force, imperative = directive force, exclamative = exclamative force (surprise at truth of proposition). If the language structure coincides with the communicative intention of the speaker, it is the direct speech act. The speech act is indirect in case the illocutionary act is represented in quite a different form. 
Indirect speech acts, which are built by means of transposition of utterances into unusual sphere of usage, are very frequent: You do not mention a country house. – I forgot it, but I've got one. In this example there is the transposition of constative into directive illocutionary force (Have you got a country house?). 

The studies of various sorts of pragmatic meanings of utterances in a way pertinent to pragmatic theories of speech acts reveal important aspects of speech communication, the specific features of direct and indirect nomination, yield conclusions relevant to the problem of meaning and use.

(b) Discourse analysis (DA) is a method developed primarily for textual study. The focus of discourse analysis will usually be the study of particular texts (e.g., conversations, interviews, speeches, etc., or various written documents).

Discourse is defined as ‘language above the sentence or above the clause’ (Stubbs, 1983: 1). With the sentence we leave the domain of language as a system of signs and enter into another universe, that of language as an instrument of communication, whose expression is discourse (Benveniste, 1971: 110). 

The analysis of discourse is, necessarily, the analysis of language in use. As such, it cannot be restricted to the description of lin​guistic forms independent of the purposes or functions which these forms are designed to serve in human affairs (Brown, Yule, 1983: 1).
DA employs the following procedures: (1) the isolation of a set of basic categories or units of discourse, (2) the formulation of a set of concatenation rules stated over those categories, delimiting well-formed sequences of categories (coherent discourses) from ill-formed sequences (incoherent discourses) (Levinson, 1985: 286). 

There is also a tendency to take one or a few texts and to give an analysis in depth of all the interesting features (to find out, as some have put it, ‘what is really going on’) (Levinson, 1985: 286). 

In a discourse analysis of 50 pop songs, for instance, it was found that all songs but one had an I referent, while 88 per cent had a you, with only one each of these referents being specified by proper names. Of course, the major theme is love in one of its various relationship stages – beginning, ongoing, or breaking up. It seems that the stereotypical message of most songs is ‘I love you’, but we are never told who I and you are (Murphey, 1992: 85).

In addition, only six of the 50 song lyrics explicitly mention the sex of the singer (male or female) and only 17 mention the sex of you. This means that usually the pronouns could refer to either sex for either sex. Furthermore, a pop singer's voice is often not distinctively male or female. Thus, we have a type of omniphonic voice, which could be of either sex, speaking to us about undesignated yous and Is.
Another point of interest is that 94% of the songs mention no time reference and 80 per cent have no place reference. These characteristics allow songs to ‘happen’ whenever and wherever they are heard. Listeners can integrate them into their own world and the people in the songs can become people in their own mind. The ‘ghost discourse’ which constitutes a song lyric only takes on meaning and form in the minds and environments of the people who use the songs. Thus, we can only say what a song ‘means’ by focusing on listeners and their interpretations, not by looking at the song itself.
The imprecise and highly affective elements of pop songs allow us to use them as ‘teddy-bears-in-the-ear’: they are verbal ‘strokes’ which can be ignored or deliberately misunderstood at no risk; like a teddy bear, the song is still ‘there’ for us. The widespread use of the Walkman makes this analogy even more concrete.
The motivation for doing discourse analysis is very often a concern about social inequality and the perpetuation of power relationships, either between individuals or between social groups. 

Teun van Dijk (1991, 1992) has studied racist discourse as an example of ideological use of language associated with social discrimination. With the help of discourse analysis, T. van Dijk demonstrates how the socially unacceptable positions are overtly denied but covertly present in the speakers' or writers' accounts of race and ethnic relations. He offers a taxonomy of denials of racism: (1) act-denial ('I did not do/say that at all'), (2) control-denial ('I did not do/say that on purpose', 'It was an accident'), (3) intention-denial ('I did not mean that', 'You got me wrong'), and (4) goal-denial ('I did not do/say that, in order to …').
Much of the research on power, ideology, and control in discourse falls under the aegis of critical discourse analysis (CDA). It examines the structure of spoken and written texts in search of politically and ideologically salient features which are constitutive of the (re)produced power relations without often being evident to participants (Jaworski, Coupland, 2002: 32-33).
Some of the linguistic features discussed in the critical linguistic frame​work include: nominalization, passivization, and sequencing as means of linguistic and textual manipulation. They are used for ideological control as 'masking devices' as they allow speakers or writers to withhold the identity of the actors and causality of events. Nominalization Failure to display this notice will result in prosecution and passivization John was murdered remove the element of agency and, consequently, responsibility (cf.: John was murdered by the police). The seemingly seman​tically equivalent sentences Employers always quarrel with unions and Unions always quarrel with employers give varying impressions of importance as to who quarrels the most (Jaworski, Coupland, 2002: 35).

Another area of discourse analysis in which power, dominance, and control have been major agenda-setting issues is language and gender (sexist discourse). Women have been shown to be linguistically domi​nated by men, whose assertive and aggressive communication strategies are not mere cultural differences between the sexes but manifestations of male superiority. 

Word choices and grammatical constructions that ignore or minimize the presence and contributions of one sex in society – at home or school or the workplace, in business or professional spheres, in social or personal relation​ships – are considered sexist. Discourse analysts advise us to avoid such usages and reject language that calls attention to the sex of an individual when it is irrelevant to the situation under discussion (Miller, Swift, 1980). 

Discourse analysts provide analyses and, importantly, provide educators with resources of what N. Fairclough (1995: 221) has called 'critical language awareness'. Critical discourse analysis in this view is a democratic resource to be made available through the education system (Jaworski, Coupland, 2002: 35). 

(c) Text analysis focuses on the structure of written language, as found in such texts as essays, articles, books, etc.
Text (from the Latin textus ‘weaving pattern, structure’) is a product of speech making process, possessing completion realized in the form of a written document. It has a definite purposefulness and pragmatic aim (Poluzhyn, 2004: 157).

A text is a product rather than a process – a product of a process of text production. Discourse refers to the whole process of social in​teraction of which a text is just a part. This process includes in addi​tion to the text the process of production, of which the text is a prod​uct, and the process of interpretation, for which the text is a resource. Text analysis is correspondingly only a part of discourse analysis, which also includes analysis of productive and interpretative processes (Poluzhyn, 2004: 154).

However, the distinction between text and discourse is not clear-cut. Both can be used in a much broader sense to include all language units with a definable communicative function, whether spoken or written. Some scholars talk about ‘spoken and written discourses’; others talk about ‘spoken and written texts’ (Poluzhyn, 2004: 155). In the 1970s and 1980s many linguists around the world embraced text and discourse analysis. Examples of text analysis include studies of text structure, organization of introductions in scientific research articles, multidimensional computerized analysis of diverse features in spoken and written texts.

In Europe, the term text linguistics is often used for the study of the linguistic principles governing the structure of all forms of text.
Text analysis provides a detailed linguistic analysis of texts in terms of lexis and grammar (analysis at micro structure) and rhetorical organization (macro structure analysis of texts).

The aim of text analysis is to achieve a better understanding of the text by taking into consideration the character and the functions of the elements it is constructed with. With analysis of the formal peculiarities of the text we try to penetrate deeper into its semantic structure. What is ultimately of interest about any text is its meaning, and that is its most unique feature.
‘Structural analysis of texts needs to be both “top-down” and “bottom-up”, that is, it needs to consistently reconcile analyses that begin from the smallest units of meaning (normally phrases and clauses) and look for how these aggregate together into larger units, with analyses that begin from the largest units (normally activities and episodes or genres and their stages) and look for how these are composed of functional constituents’ (Lemke, 1998: 1185). 

The largest unit for a written text is normally the genre of which it is an instance, or the text itself. 

‘A genre is a text-type specified by identifying a common structure of functional units (obligatory and optional) that is repeated again and again from text to text. A genre has a constituency structure in which each constituent plays a functional role in the whole and has specific functional meaning relations to the other constituents on its own level. The largest units are often called stages, and they may be composed of smaller units, and these of still smaller ones, etc.’ (Lemke, 1998: 1186).

‘Each constituent at each level of analysis should be defined in a way which is unique to the genre. A science lab report, as a written genre, might have major stages such as: Title, Author, Class, Statement of Problem, Description of Apparatus, Description of Procedures, Record of Observations, Analysis of Data, Conclusions. The Description of Procedures might include a series of Procedure Statements, each saying what was done, when, and how. Each of these might not be composed of smaller genre-specific functional units, but only of grammatical units (i.e., the relationship changes from ‘composed of’ to ‘realized by’)’ (Lemke, 1998: 1186).

Some constituents of some genres have an intermediate level of organization between genre-specific units and grammatical ones. These are often called rhetorical structures or formations. They are found in essentially the same form in many different genres, but they have an internal functional or rhetorical structure in addition to the structure of their grammatical units. The more common and widespread examples include the simple Question-Answer pattern, or Examples-Generalization, Event-Consequences, syllogisms, etc. They are, in effect, portable mini-genres (Lemke, 1998: 1186).
Below the level of smallest genre-specific units and the rhetorical structures, we find the level of grammatical structure. 

Stylistic textual analysis usually works from the ‘bottom up’, i.e., beginning with the broadest possible statements about an author's style, then studying particular aspects of the language in detail. We might start by discussing the structure of the novel as a whole, with reference to plots and sub-plots, favourite themes, and the way characters interrelate. In due course, we might proceed to look more closely at how particular linguistic features signal the author's intentions, and again make comparisons with other works (Poluzhyn, 2004: 156).
A belles-lettres text analy​sis is supposed to consist of two major stages: (a) analysis of the text, and (b) synthesis of the main idea(s) of the text. The first stage is subdivided info four steps:
(1) Analysis of the so-called ‘broad literary norm’ of the text, i.e., analysis of the traditional aspects of the text: the literary trend or tradition the author of the text belongs to; the established traditions of the given genre of the text; social, cultural, and histor​ical background of the author and the text. 
(2) Analysis of the so-called ‘narrow literary norm’ of the text, i.e., analysis of the innovative aspect of the text: what new aspects in the problems and in the form of the text were put forth by the author.

(3) Stating the composition of the text, i.e., breaking the text into comparatively independent fragments, such as the introduction, the plot, climax, denouement, closing part. If the text is a part of some bigger text, the breaking is done correspondingly. Each part is analyzed separately from the following points of view:
Syntactical peculiarities: comparative complexity or simplicity of sentence structure; types of sentence structures (characteristic of conversational speech or written speech); special syntactic stylistic devices, e.g., ellipsis, aposiopesis, nominative sentences, asyndeton, apokoinu constructions, zeugma, different types of repetition, polysyndeton, parenthetical sentences, stylistic inversion, parallel constructions, chiasmus, anaphora, epiphora, detachment, litotes, rhetorical questions, represent​ed speech, etc.
Lexical peculiarities: the choice of words and their stylistic functions in the text, stylistic colouring (high flown, neutral, colloquial), reference to some special sphere of lexis, e.g., archaic words, neologisms, dialect words, professional terms, scientific terms, slang words, vulgar words, etc. 

Semantic stylistic devices: metaphors, epithets, metonymy, hy​perbole, puns, similes, personification, antonomasia, allegory, synonymic variations, euphemisms, periphrasis, antithesis, oxymoron, irony, climax, anticlimax, etc. 

Phonetic peculiarities of the text: alliteration, assonance, euphony, onomatopoeia, intonation, rhythm.

Special graphic means: underlining, bold type, punctuation.
(4) Stating the relations between the fragments of the text, the development of the ideas presented by the author through the events and characters described and the language material used. Explanations of the author's usage of particular language means (stylistic devices) should be provided together with comments on the choice of some linguistic element among many possibilities.
After the analysis of the text, some stages of which may be omitted in case of necessity, it is necessary to formulate the main idea or ideas of the text and to show the relation between the content of the text and the linguistic form.

The extract below is from Ch. Dickens’ novel Hard Times. In this extract, Ch. Dickens is describing an industrial city in the middle of the 19th century.


(…) would have been red if the smoke and ashes 
personification
had allowed it; but as matters stood, it was a town of 

unnatural red and black like the painted face of a savage. 
adjective


It was a town of machines and tall chimneys, out 

of which interminable serpents of smoke trailed themselves

for ever and ever, and never got uncoiled.


It had a black canal in it, and a river that ran purple 

with ill-smelling dye, and vast piles of building full of windows 
adjective

where there was a rattling and a trembling all day long, and 

where the piston of the steam engine worked monotonously 

up and down, like the head of an elephant in a state of melan- simile

choly madness. It contained several large streets all very 

like one another, and many small streets still more like one 

another, inhabited by people equally like one another, who 

all went in and out at the same hours, with the same sound 
repetition 

upon the same pavements, to do the same work, and to 

whom every day was the same as yesterday and tomorrow, 

and every year the counterpart of the last and the next.  

The tone of this piece is depressing, with the industrial activity of the town oppressing its inhabitants. This is emphasized with the personification in the first sentence. It is as if the consequences of the industry, the smoke and ashes, have become more powerful than the humans. Dickens’ criticism of this is evident in his description of the colours of the town being ‘unnatural.’ This seems to suggest that this way of living is also unnatural. The adjective ‘ill-smelling’ used to describe the dye suggests the smell of rotting, but there is also a suggestion that the smell made people ill. 

There is a clear sense that the people of the town live monotonous lives because of the monotonous industrial processes. The repetitive rhythm of the final sentence, with the overuse of the adjective ‘same’ reflects the never-ending repetitive nature of the people’s lives. An interesting simile describes the piston of the steam engine as an ‘elephant in a state of melancholy madness.’ While this image represents the continuous industrial process, it also suggests that the humans will have been driven mad in the same way as the machine. 

There is the need for text analysis in Translation Studies (Hatim, 1998; Nord, 2006). Most writers on translation theory agree that before embarking upon any translation the translator should analyze the source text. This appears to be the only way for ensuring full comprehension and correct interpretation of the text. Various proposals have been put forward as to how such analysis should be carried out: translation-oriented text analysis (Nord, 2006), pre-translation text analysis (Dollerup, Loddegaard, 1992), discourse analysis for translation (Schäffner, 2002), linguistically-oriented translation analysis (Teich, 2003).

Source text (ST) analysis as a phase in the translation process has its own specific purpose: to identify and highlight specific textual features which might be expected to present translation problems in order to steer translation decisions (Schäffner, 2002: 1). 

The factors of the communicative situation in which the source text is used are of decisive importance for translation-oriented text analysis. These factors are called ‘extratextual’ or ‘external’ (as opposed to the ‘intratextual’ or ‘internal’ factors relating to the text itself) (Nord, 2006: 42).

Extratextual factots are analyzed by enquiring about the author or sender of the text (who?), the sender’s intention (what for?), the audience the text is directed at (to whom?), the medium or channel the text is communicated by (by which medium?), the place (where?) and time (when?) of text production and text reception, and the motive (why?) for communication. The sum total of information obtained about these seven extratextual factors may provide an answer to the last question, which concerns the function the text can achieve (with what function?) (Nord, 2006: 42).

Intratextual factors are analyzed by enquiring about the subject matter the text deals with (on what subject matter?), the information or content presented in the text (what?), the knowledge presuppositions made by the author (what not?), the composition or construction of the text (in what order?), the non-linguistic or paralinguistic elements accompanying the text (using which non-verbal elements?), the lexical characteristics (in which words?), and syntactic structures (in what kind of sentences?) found in the text, and the suprasegmental features of intonation and prosody (in which tone?) (Nord, 2006: 42).

The extratextual factors are analyzed before reading the text, simply by observing the situation in which the text is used. In this way, the receivers build up a certain expectation as to the intratextual characteristics of the text, but it is only when, through reading, they compare this expectation with the actual features of the text that they experience the particular effect the text has on them. The last question (to what effect?), therefore, refers to a global or holistic concept, which comprises the interdependence or interplay of extratextual and intratextual factors (Nord, 2006: 42).

The analysis may then be confined to deciding which of the ST elements can be preserved (where source culture norms are identical with target culture norms) and which have to be adapted to target culture conventions (Nord, 2006: 42). 

A source text can be analyzed from a comparative perspective. Investigating translation involves comparative text analysis of the source text and its translated version. Comparative translation analysis starts with the analysis of the source text. Then the translated text is analyzed along the same dimensions. The comparison with the source text finally shows where and how source and translation text differ and how they converge. 

(1) Initial source text analysis. The place to begin with is with whatever you know about the source text: genre (the kind of text: poetry, drama, prose, specialized text, etc.); social, psychological, and historical circumstances under which the text was produced. 

The following areas should be explored in detail: narrative technique (information relating to the manipulation of point of view in the work); characterization (information about characters, any indication that characters are changing or developing); theme (the message the author conveys about social life, human relationships, etc.); plot (an ordered, organized sequence of events and actions); composition (arrangement of the elements in the text); text style (linguistic choices which are intrinsically connected with meaning and effect on the reader, i.e., lexical and grammatical patterning, discourse coherence and cohesion, stylistic devices); authorial style (a way of writing that recognizably belongs to a particular writer). 

(2) Target text analysis. This stage involves examining the translated text and comparing it to the source text to determine the extent to which the representation of the above-mentioned features has been successful in the target language. Several translations of the same source text may also be compared to each other.

Translation should not only reproduce the message, but also the style, i.e., the way in which the message is conveyed (the author’s choice of words and sentence patterns). The reproduction of the style (text style and authorial style) is regarded as the core in translation of fiction. The criteria for adequate translation are correspondence in meaning and similarity in style and function.

Translating across cultures raises significant problems. They concern the translation of idiomatic expressions and metaphors (Зорівчак, 1983), and the translation of culture-bound terms and concepts, known as realia (Зорівчак, 1989). One of the challenges that a translator faces is how to manifest the cultural nuances of the source language text in the translated version and to avoid either making the translated version neutral of any cultural differences or imposing the world-view of the target language.

The ultimate goal at this stage is to examine and evaluate various translation strategies employed by translators to solve specific translation problems. However, analysis should not consist of a linear catalog of strategies and examples. It should be a coherent discussion of the translation, the translation process, and the specific factors affecting the translation of this particular text. 

Observations should be linked to contemporary translation theory (work that has been done in the past with respect to the theory and practice of translation). Appropriate terminology should be used for translation approaches, procedures, and strategies. For literary texts, the terminology of standard literary analysis should be used. 

(3) Translation quality assessment. This stage involves summarizing the analysis and evaluating the quality of the translation by indicating how successful we think the translator was, by pointing out the problems which still remain and things that could have been done differently.


5.7. Methods of cognitive analysis

The main methods of cognitive analysis are (a) frame analysis, and (b) conceptual analysis.
(a) Frame analysis is a research method used to analyze how real-world situations are processed in our mind (how people understand situations and activities) and how they are rendered linguistically. The concept is generally attributed to the work of Erving Goffman and his book Frame Analysis: An Essay on the Organization of Experience (1974). 

In framing theory and frame analysis, frames are understood as our conceptual or cognitive views of particular situations. Frame is synonymous with context: ‘that which leads up to and follows, and often specifies the meaning of a specific expression.’ For an observer to comprehend a particular behaviour or action, that observer must identify or construe a context or frame for that event.

Charles Fillmore (1977:104) offers a classic example of the ‘commercial event’ frame. To start with, he considers the aspects of the situation described by the English verb buy. In the initial state, a per​son A owns money and another person or institution D owns some goods that A wants to have. Taking for granted that the two parti​cipants come to an agreement on the price of the goods, person A gives a certain sum of money to D and D surrenders the goods. The final state is that A owns the goods and D owns the money. Leaving the agreement aside as some sort of prerequisite, one could then say that the action category BUY includes a reference to at least four other categories: a BUYER, a SELLER, GOODS, and MONEY.
This configuration of interacting cognitive categories – the frame of BUY – is summarized below (Ungerer, Shcmid, 1996: 207).

buy
	B

(goods)

     A                                                    D

(buyer)                                            (seller)

C

(money)




Frames are viewed as uni​fied frameworks of knowledge, or coherent schematizations of experience (Fillmore, 1985: 223); cognitive structures knowledge of which is presupposed for the concepts encoded by the words (Fillmore, Atkins, 1992: 75); cognitive models which represent knowledge and beliefs pertaining to specific and frequently recurring situations (Ungerer, Schmid, 1996: 211). Basically, a frame is an assemblage of the knowledge we have about a certain situation, e.g., buying and selling. 


Postulating a frame for buy seems to offer at least two advantages: a single frame can account for various clause patterns and it can be applied to different (though related) verbs like sell, cost, or charge (Ungerer, Schmid, 1996: 206-207). 

The following sentence exemplifies a syntactic pattern in which buy may occur: David bought an old shirt from John for ten pounds. In this sentence all four components of the [BUY] frame are rendered linguistically, each in a different syntactic slot: the BUYER (David) as subject, the GOODS (an old shirt) as direct object, the SELLER (John) as the adverbial, and the money (ten pounds) as the adverbial. This assignment of syntactic roles is called the syntactic perspective of the sentence (Ungerer, Schmid, 1996:  207). 

The perspective of the above example largely hinges upon the syn​tax of the verb buy. It is possible to put a different syntactic perspective on the same frame by using the verbs sell, cost, charge. Choosing the verb sell would allow us to put the categories SELLER and goods into perspective as subject and object, with the possibility of referring to the buyer as an indirect object, as in John sold an old shirt to David for ten pounds. The verb charge perspectivizes the sell​er and BUYER as subject and object as in John charged David ten pounds for an old shirt, and the verb pay the BUYER and MONEY, with an option to introduce the SELLER as indirect object as in David paid ten pounds to John for an old shirt.

The [buy] frame is not just a useful tool for the syntactic description of the verb buy, but it can also be applied to the verbs sell, charge, pay. The difference between the four verbs is simply a change of perspec​tive within the same frame. The verbs buy and pay describe the commercial event from the buyer's perspective, while sell and charge perspectivize the situation from the seller's point of view (Ungerer, Shcmid, 1996: 208).
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Every sentence evokes a certain cognitive perspective on a situation by the choice of the verb and the particular syntactic pattern that it governs. The basis for perspective is mainly provided by the cognitive ability of directing one's attention. We use the verb buy in order to describe a commercial event, when we want to direct the hearer's attention to the BUYER and the GOODS, and the verb sell when the focus of our attention is on the SELLER and the GOODS (Ungerer, Schmid, 1996: 210). Depending on where we direct our attention, we can select and highlight different aspects of the frame, thus arriving at different linguistic expressions.

Frame analysis is viewed as a cognitive attempt to widen the scope of lexical and grammatical analysis. It has been successfully applied to research into semantic and grammatical (mainly syntactic) issues as well as some important problems in contrastive linguistics, translation studies, artificial intelligence, text comprehension studies.

(b) Conceptual analysis is the analysis of concepts. It aims to reveal the content of the concept, construct a model of conceptual structure, and disclose the specificity of its verbalization in language. Conceptual characteristics are revealed through the meaning of lexical items, their definitions, and contexts of use.

Concepts are mental constructs. A concept is ‘a mental formation which stands for a large number of different objects of the same kind in the process of thinking’ (Аскольдов, 1997: 267); ‘a unit of thought constituted through abstraction on the basis of properties common to a set of objects’ (RHWCD). 

‘Our concepts structure what we perceive, how we get around in the world, and how we relate to other people’ (Lakoff, Johnson, 1980: 3). Without concepts we could not function in the world, we could neither reason nor communicate.

‘Concepts are reflected in language. Since communication is based on the same conceptual system that we use in thinking and acting, language is an important source of evidence for what that system is like’ (Lakoff, Johnson, 1980: 3). 

Some linguists maintain that the most important concepts are reflected in grammar (TIME, PLACE, QUALITY, NUMBER, PROCESS, etc.). Lexically specified concepts are social notions and relations (WAR, FREEDOM, FRIENDSHIP); ethical concepts (TRUTH, LIE, GOODNESS); emotional concepts (JOY); concepts-artifacts (TEMPLE); concepts of natural phenomena (FIRE, TREE, FLOWER); concepts of people (GENIUS, FOOL); scientific concepts (MATHEMATICS), etc. 

Concepts can be verbalized with the help of separate words, word combinations, phraseological units, sentences, or texts. Some concepts can be rendered only with the help of texts or literary works by one or several authors, e.g., ENGLISH HUMOUR, etc. 

Concepts depend on the culture in which a person grows up and lives. The culture provides the background for all the situations that we have to experience in order to be able to form a concept. 

One example of diverging cultures and the effects of these differences on the structure of a concept is discussed by F. Ungerer and H.J. Schmid (1996: 50-51). Consider the two objects depicted below. It can be seen that they differ considerably, yet within the right cultural context both are examples of the concept DESK. 
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In order to understand this, one must know that in China and Japan writing was traditionally performed sitting cross-legged or on one's heels on the floor. In European context, one would sit on a chair in front of the desk and a prototypical desk would also be used to store stationery, important personal documents.

Concepts can be divided into the following types (Болдырев, 2001): (1) concrete-sensual image – the image of a concrete object or phenomenon in human consciousness, e.g., breeds of animals, parts of human body; (2) idea – the range of most vivid sensually perceived characteristics of objects or phenomena, e.g., to laugh, in doom hours; (3) scheme – has space-contour character and can be graphically represented, e.g., a track; (4) notion – comprises essential features of an object or phenomenon and is objective, e.g., etymology; (5) prototype – a typical member of a class, e.g., a typical house pet; (6) frame – a huge multi-componential concept, a ‘packet of information’ about some situation, e.g., the theatre and its components: box-office, stage, performance; (7) script – a dynamic frame with frequently recurring event sequences, e.g., flying in a plane; (8) scenario – a frame implying action development, successiveness of stages, episodes in time, e.g., dinner, wedding party, lecture, exam, excursion; (9) gestalt – a perceptual pattern or structure possessing qualities as a whole that cannot be described merely as a sum of its parts, a unified whole, e.g., circle, square.

Every concept is characterized by a certain structure. The concept has the core and periphery. The core is the dictionary meaning of the unit which verbalizes the concept. The periphery is subjective experience, pragmatic components, connotations, and associations (Фрумкина, 1992: 3). 

Conceptual organization reflects not only perceptual and factual knowledge of the world but also our emotional and spiritual reality. Concepts are multi-dimensional: it is possible to point out rational, irrational, imaginary, emotional, universal, ethnic, national, and individual characteristics in them. 

Conceptual analysis was initiated by philosophers and cognitive scientists (L. Wittgenstein, M. Heidagger, H. G. Gadamer, M. Bouber, and others). In contemporary linguistics, it is elaborated by A. Wierzbicka, R. Langacker, N.D. Arutyunova, Yu.D. Apresyan, E.S.Kubryakova, D.S. Lykhachev, Yu.S. Stepanov, W.M. Teliya. There are various approaches related to concepts and the elucidation of their meaning (Штерн, 1998: 192).

Stages of conceptual analysis (Маслова, 2004: 45-46): 

(1) Defining the referential situation the concept belongs to.

(2) Studying lexicographic definitions. Dictionary definition is considered the core of the concept. Concepts are labeled by words, and words are listed in dictionaries. It is therefore only natural to look for information about the contents of concepts in dictionary entries. However, dictionary definitions are written for a practical purpose and not with a systematic cognitive analysis in mind. A more systematic linguistic approach has to fill the gaps. 

(3) Studying the etymology of the lexical item.

(4) Studying the concept in various contexts (philosophy, science, poetry, prose, painting, music, sculpture, metaphors, metonymies, proverbs, sayings, etc.). 

(5) Studying the associative connections of the lexical item designating the concept, e.g., while analyzing the concept TIME we can establish its close connection with the concept FUTURE. 

(6) Determining the defining attributes. Constructing a general model of the concept.

Boguslaw Bierwiaczonek (2002) conducts a cognitive study of the concept of LOVE in English and attempts to construct a model of the conceptual structure which enables ordinary speakers of English to use the word love in the myriad ways in which they use it. 

Since LOVE is a multifaceted concept, related to almost all aspects of hu​man life, conceptual analysis starts with a short sur​vey of the most representative contemporary studies of LOVE written in the areas other than linguistics (psychology, anthropology, theology, philosophy, ethology, and neurobiology). The author also discusses the best known studies of LOVE in various linguistic traditions. 

The next stage is devoted to comparison of various lexicographic definitions of love found in modern dictionaries. Dictionary definitions represent the internal conceptual complexity and help to distinguish various subcategories of LOVE: EROTIC LOVE – EL, MOTHERLY LOVE – ML, FATHERLY LOVE – FL, BROTHERLY LOVE – BL, SELF-LOVE – SL, MAN'S LOVE OF GOD – MLG, GOD'S LOVE OF MAN – GLM, CHILD'S LOVE OF PARENT – CLP, FAN’S LOVE OF IDOL – idol, PATRIOTISM (LOVE OF COUNTRY) – pat, LOVE TO DO, LOVE OF DOING – D/T.
The author also looks at the etymologies and diachronic development of the lexical items used to designate LOVE in the main Indo-European languages. Three models which provided the basis for the development of the modern concept of LOVE are distinguished: LOVE AS DESIRE, LOVE AS CARE, and LOVE AS PLEASURE.

Then the author establishes the main domains necessary in the representation of the subcategories of LOVE (PEOPLE, EMOTIONS, PROPOSITIONAL ATTITUDES, VOLITIONS, BEHAVIOUR, INTENSITY, TIME in terms of PIVOTS and STAGES) and presents a detailed analysis of all the subcategories in terms of scripts. Below are examples of scripts for two subcategories of LOVE: EROTIC LOVE and MOTHERLY LOVE (L stands for Lover, OL – Object of Love, LL – Love Link).
EROTIC LOVE (EL) (typical)

STRUCTURAL CHARACTERISTICS: SYMMETRICAL:
GENDER OF L # GENDER OF OL;
L: ADULT, ANY GENDER
OL: ADULT, ANY GENDER;
LL: EXCLUSIVE: one L & one OL, MUTUAL
TABOO: sex of L = sex of OL; OL NOT ADULT; OL NOT HUMAN
TYPICAL SCRIPT
STAGE 1. Falling in love
DOMAIN OF EMOTIONS:
L FEELS: AFFECTION, ENTHUSIASM, INTEREST, LONGING, SEXUAL DESIRE, ADMIRATION, PLEASURE, JEALOUSY, DEVOTION, LIKING
DOMAIN OF PROPOSITIONAL ATTITUDES:
L BELIEVES THAT OL IS THE MOST BEAUTIFUL PERSON IN THE WORLD
L BELIEVES OL IS SPECIAL
DOMAIN OF VOLITIONS:
L WANTS TO SEE OL AS OFTEN AS POSSIBLE 

L WANTS TO BE INTIMATE WITH OL 

L WANTS TO SHARE HIS/HER THOUGHTS WITH OL 

L WANTS OL TO BE SATISFIED WITH L
DOMAIN OF BEHAVIOR:
L EXHIBITS: INCREASE IN BODY HEAT, INCREASE IN HEART RATE, BLUSHING, INTERFERENCE WITH ACCURATE PERCEPTION
L THINKS OF OL A LOT
L TRIES TO WIN OL'S FAVOR
L OFTEN GOES OUT WITH OL
L TALKS WITH OL A LOT
L LOOKS IN OL'S EYES A LOT
L OFTEN HOLDS OL
L HELPS OL WHEN OL IS IN NEED
PIVOT I: BODILY &/or EMOTIONAL &/or SPIRITUAL UNITY 

STAGE 2: Being in love
DOMAIN OF EMOTIONS:
L & OL FEEL: AFFECTION, ENTHUSIASM, INTEREST, SEXUAL DESIRE, RESPONSIBILITY, DEVOTION, JEALOUSY, PLEASURE, ATTACHMENT, ADMIRATION, LIKING, KINDNESS, LONGING, FRIENDSHIP, TRUST, RESPECT
DOMAIN OF PROPOSITIONAL ATTITUDES:
L BELIEVES THAT S/HE AND OL WERE MADE FOR EACH OTHER 

L BELIEVES THAT THEIR LL WILL LAST FOREVER
DOMAIN OF VOLITIONS:
L & OL WANT TO LIVE TOGETHER
L & OL WANT TO RETAIN THEIR LL
L & OL WANT TO MAKE EACH OTHER HAPPY
L & OL WANT TO SHARE EACH OTHER'S THOUGHTS AND PROBLEMS
L & OL WANT TO GET MARRIED
L & OL WANT TO HAVE CHILDREN
DOMAIN OF BEHAVIOR:
L & OL ARE OFTEN INTIMATE
L & OL OFTEN HAVE SEX
L & OL CARE ABOUT EACH OTHER
L & OL SPEND A LOT OF TIME TOGETHER
L & OL TALK A LOT
L & OL OFTEN ARGUE
PIVOT 2: Wedding and after
L & OL GET MARRIED
L & OL GO ON HONEYMOON
L & OL START LIVING TOGETHER
STAGE 3. CONJUGAL LOVE
DOMAIN OF EMOTIONS:
L & OL FEEL: AFFECTION, ATTACHMENT, RESPONSIBILITY, LIKING, KINDNESS. FRIENDSHIP, INTEREST, SEXUAL DESIRE, ADMIRATION, SELF-SACRIFICE, RESPECT, DEVOTION, PLEASURE
DOMAIN OF PROPOSITIONAL ATTITUDES:
L THINKS THAT THEIR LL IS GOOD 

L THINKS S/HE CAN COUNT ON OL
DOMAIN OF VOLITIONS:
L & OL WANT TO LIVE TOGETHER
L & OL WANT TO RETAIN THEIR LL
L & OL WANT TO SHARE EACH OTHER'S THOUGHTS AND PROBLEMS
DOMAIN OF BEHAVIOR:
L & OL LIVE TOGETHER
L & OL RAISE THEIR CHILDREN
L & OL CARE ABOUT EACH OTHER
L & OL ARE INTIMATE
L & OL HAVE SEX
L & OL SPEND TIME TOGETHER
L & OL GO OUT TOGETHER
L & OL TALK A LOT
MOTHERLY LOVE (ML)
STRUCTURAL CHARACTERISTICS: ASYMMETRICAL:
L: FEMALE, MUCH OLDER, ADULT, INDEPENDENT OF OL 

OL: ANY SEX, MUCH YOUNGER, (NON-ADULT), DEPENDENT ON L;
LL: NON-EXCLUSIVE: one L, (possible) several OL; 

UNIDIRECTIONAL: from L to OL; 
TABOO: SEX
TYPICAL SCRIPT
STAGE 1: Pregnancy
BODILY & EMOTIONAL UNITY
PIVOT 1: Birth 

STAGE 2: OL's infancy, childhood & adolescence

DOMAIN OF EMOTIONS:
L FEELS: AFFECTION, TENDERNESS, RESPONSIBILITY, PRIDE, DEVOTION, ENTHUSIASM, ATTACHMENT, ADMIRATION
DOMAIN OF PROPOSIT1ONAL ATTITUDES:
L BELIEVES THAT OL IS THE MOST BEAUTIFUL PERSON IN THE WORLD
L BELIEVES OL IS SPECIAL
DOMAIN OF VOLITIONS:
L WANTS OL TO BE HAPPY
L WANTS OL TO BE SATISFIED WITH L
DOMAIN OF BEHAVIOR:
L TAKES CARE OF OL (i.e. PROVIDES FOR, PROTECTS, TEACHES OL)
L OFTEN THINKS OF OL
L OFTEN HOLDS OL
L LOOKS IN OL'S EYES A LOT
L SACRIFICES HERSELF FOR OL
L HELPS OL WHEN OL IS IN NEED
PIVOT 2: OL leaves home
STAGE 3: OL lives an independent life 

DOMAIN OF EMOTIONS:
L FEELS: AFFECTION, FRIENDSHIP, ATTACHMENT
DOMAIN OF PROPOSITIONAL ATTITUDES: 

L BELIEVES THAT OL IS SPECIAL 

L BELIEVES THAT SHE CAN COUNT ON OL WHEN SHE IS IN NEED
DOMAIN OF VOLITIONS:
L WANTS OL TO BE HAPPY
DOMAIN OF BEHAVIOR:
L HELPS OL WHEN OL IS IN NEED 

L OFTEN THINKS OF OL
B. Bierwiaczonek also deals with conceptual metaphors and metonymies involved in the conventional language of LOVE. Different metaphors serve to highlight different aspects of the concept (its structural elements, such as L, OL, or LL, or its selected domains). Metonymy is viewed as a principle of sense activation. Below are examples of the metaphoric models of LOVE. 

LOVE IS A PHYSICAL FORCE: I could feel electricity between us. 

LOVE IS FIRE: My heart is on fire. He was burning with love.

LOVE IS SUBSTANCE IN CONTAINER: All his love for her evap​orated. 

LOVE IS A NUTRIENT: He's love-starved. He thrives on love.
LOVE IS AN INTOXICATING SUBSTANCE: John is high on love again. 
LOVE IS A CONTAINER: He's in love again. Love is full of fear. 

LOVE IS A PLANT: Love needs watering. Their love flourished.
LOVE IS A (CAPTIVE) ANIMAL: He unleashed his love. 

LOVE IS A PERSON: Love lives in cottages as well as in courts.
LOVE IS A PATIENT: This is a sick relationship. 

LOVE IS AN OPPONENT: He tried to fight off his feelings of love. 
LOVE IS WORK: They are working out a relationship. 

Finally, the structure of the whole category of LOVE is represented in terms of three radial models: Parental (with ML and/or FL subcategories at its center), Erotic (with the EL subcategory at its center), and Biblical (with GML and MLG at the center). 
LOVE is defined as a radial category represented structurally as a container, and its subcategories are containers inside it. What distinguishes it is that it is structured by the center-periphery schema. One subcategory is the center; the other subcategories are linked to the center by various types of links. Non-central categories may be subcenters, that is, they may have further center-periphery structures imposed on them.

Parental Model of LOVE (PM1) is an attempt to capture the commonly held belief that the best school of love is the family. In other words, the model says that people tend to learn what LOVE is and what it means to love someone on the basis of their own relationships with their parents. Accordingly, other kinds of LOVE stem from this fundamental Child–Parent relationship. 
The crucial evidence comes from language itself. There are predications indicating that other subcategories of LOVE are conceptualized in terms of PL:

(1) Diminutives, hypocorisms, and affectonyms typical of Parent–Child language are used in the context of EL, particularly as forms of address, e.g., OL may be referred to as baby, little one, little darling, petite amie, sweetie, etc. On the other hand, older lovers may be referred to as sugar daddy or sweet momma.
(2) God–Believer relationship is represented as Parent—Child relationship: God is our Father, the believers are His Children.
(3) There are a number of near-synonyms of LOVE in general derived from the representation of ML or FL, e.g., care for, spoil, cling to, indulge, pet. Some of the metaphoric expres​sions typical for EL also seem to be primarily used in Parent–Child interactions, e.g., pick up, leave, abandon, ditch, dump, etc. 
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Etymological evidence as well as a great number of fixed collocations, compounds, and derivatives, e.g., love-child, love-letter, love-match, love-nest, love-seal, make love, lovelorn, lovemaking, lovesick, etc., show that there are serious grounds to claim that the Erotic Model (EM2) stands for the whole category of LOVE. In this model it is EL that occupies the central position while the other categories are construed as less central or peripheral. 
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Biblical Model (BM3) is a conceptual counterpart of the Biblical story of crea​tion, the fall and redemption, taught and advocated by religious teachers and theologians. GLM is construed here as prototypical and central, the source and model of love in all its manifestations. From the point of view of man, it should give rise to MLG, so MLG is its structural converse and the closest conceptual derivative. The substitutions of Man for God as OL, accompanied by a few other minor changes, lead to the concept of BL. PL is again directly linked with GLM, the totality of the latter being divided more or less evenly between ML and FL.
The status of EL in BM3 is not clear. It may be construed either as another, completely independent central category or it may be construed as an extension of BL with SEXUAL DESIRE and its behavioral consequences added to it. 

There are important linguistic consequences of BM3:
(1) OL in the subcategories other than GLM or MLG, esp. in EL, is often deified: angel, goddess, maiden's prayer, Venus.
(2) L is designated by various expressions synonymous with the religious devotee: follower, adorer, votary, worshipper.
(3) The deification results in a great deal of synonyms of love designat​ing all kinds of behavioral elements normally included in the rep​resentation of MLG: revere, adore, worship, idolize, live only for, be down on one's knees.
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5.8. Statistical methods

Efficient statistical methods extensively employed in linguistics nowadays are: (a) chi-square (x2), (b) contingency coefficient, (c) correlation analysis, (d) coefficient of concordance, and (e) the so-called sign test (Левицкий, Стернин, 1989: 7).

(a) Chi-square (x2) is generally applied to find out the difference between the observed and theoretically expected values, e.g., frequencies of occurrence of some language phenomenon. Besides, x2 is used to find out whether the frequencies of occurrence of two language phenomena are interdependent.

(b) Contingency coefficient (K) is the degree of association between theoretical and observed common frequencies of two graded or classified variables. It is measured by the chi-square test. In linguistics, contingency coefficient is used to determine the measure of interdependence between two language phenomena.

(c) Correlation analysis establishes the degree to which two or more attributes or measurements on the same group of elements show a tendency to vary (increase or decrease) together. One of a number of measures of correlation is correlation coefficient, usually assuming values from +1 to –1. The closer the correlation coefficient is to +1 or –1 the greater the correlation; if it is random, the coefficient is zero. In linguistics, correlation coefficient is used to measure mutual relationship between language units (e.g., lexemes) which are in certain paradigmatic or syntagmatic relations. 

(d) Coefficient of concordance (W) is used to ascertain to what degree the informants in a test show agreement while evaluating some language phenomena.

(e) Sign test (+ or –) is a statistical test used to analyze the direction of differences of scores between the same or matched pairs of subjects under two experimental conditions. In linguistics, it is used to determine statistical significance of a number of language phenomena in relation to certain characteristics.

(f) Confidence coefficient and significance level (P) are used to check the reliability of the results obtained. 

Statistical analysis has a wide field of application. Statistical techniques have been successfully applied in the analysis of different structural types of words, affixes, polysemy, homonymy, synonymy, semantic laws, paradigmatic relations of lexical units, semantic fields, word collocability, functional styles, vocabularies of great writers and average speakers, etc.

One of the first attempts to introduce statistical methods in linguistics was made by the American philologist George Zipf in his book Human Behaviour and the Principle of Least Effort (1949) and other writings. G. Zipf is considered a pioneer in linguistic statistics. 

Having discovered that there is a direct relationship between the number of different meanings of a word and its relative frequency of occurrence, G. Zipf put forward a mathematical formula for this correlation claiming that the number of meanings in any polysemantic word will tend to be equal to the square root of its relative frequency (with the possible exception of the few dozen most frequent words of a language), so that 

where m stands for the number of meanings, F for relative frequency of occurrence. 

This formula for correlation between polysemy and word frequency (termed the ‘principle of diversity of meanings’ by G. Zipf) is known as Zipf's law. Probably it is the best known result achieved in the field of statis​tical linguistics. 

In linguistics, frequency is viewed as one of the most elementary instru​ments to watch the process of statistical laws. Frequency is the main criterion for classification of facts. It is the criterion for comparison of the investigated units. 

Frequency highlights structural, semantic, or etymological peculiarities of the word. If the word has high frequency of occurrence, it is, usually, monomorphemic, polysemantic, stylistically neutral. From the etymo​logical point of view, it is either native or borrowed in the early period of borrowing.
Frequency is one of the functional characteristics of texts. The same lexical units can be used in different functional styles (registers). These lexical units in different styles are in different propor​tion, so each style can be described through the number of its statistical frequency characteristics. The specificity of registers lies not only in selection of words but also in the number of their occurrence and combinability. 

Frequency helps to investigate not only various functional styles but also individual styles of various authors. Statistical calculations of different units found in literary compositions by the same author and different authors help to discern the individual author's style. Counts were made for the vocabularies of great writers and average speakers. 
Statistical methods of research are especially helpful in the study of synonymy which is considered one of most controversial problems in modern linguistics (Бережан, 1973; Бартков, 1981). 

Synonyms are semantically very close, nevertheless, they differ in terms of their semantic structure. Total (absolute) synonymy is a rare occurrence in the vocabulary system. If two words exactly coincide in meaning and use, the natural tendency is for one of them to change its meaning or drop out of use. 

Synonyms are words only similar but not identical in meaning. This definition is correct but vague. A more precise definition of this difference in meaning may be expressed numerically using a mathematical formula suggested by S.G. Berezhan (Бережан, 1973: 65):
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where M stands for a pairwise coefficient of semantic proximity for every separately taken pair of words, C stands for the number of coinciding lexico-semantic variants of a synonymic pair, n and m stand for the number of meanings each separate word has.

If there are synonymic relations between the two words, the value of M is greater than 0 and less than 1 (0<M<1).

According to M.E. Bilynsky (Білинський, 1999: XXI), the need for the awareness of semantic proximity when studying or making use of the language is only too apparent: which of the two words is a closer synonym to the third one; is it possible to single out two words located at the same distance from their synonym; what are the cases in which the meaningful relatedness of two words is so loose that they can hardly be referred to as synonyms; do the words differ in terms of the sheer number of synonyms and their proximity; are there any words which are devoid of close synonyms? The solution to these as well as other practical problems will be much easier should we know the semantic distances between the words in question. 
To have something tangible to work on, it is convenient to compare some synonyms and their coefficients of synonymic proximity taken from The Dictionary of Semantic Proximities compiled by M.E. Bilynsky (Білинський, 1999). The prime aim of this dictionary lies in visualising the extent of semantic resemblance of the verb to its synonyms. The said task has been accomplished through the lexicometric reversal of Webster's New World Thesaurus (Prentice Hall Press, 1985). The obtained product is the first in its kind dictionary of the unevenly tight synonymic scales of verbs for the entire lexical-semantic system of English. The dictionary presents the synonymy of over 5,500 monolexemic (non-phrasal) verbs. 

The semantic proximity of the headverb of the dictionary entry to its synonym is determined by the numerical factor w the value of which lies within the range of 0.00 < w < 1.00. This factor amounts to the weight of the synonym in the semantics of the series dominant by the direct thesaurus. It takes into account the ordinal number of the synonym within the series r as well as the series length n and is determined by the formula: w  = (n+1–r) : n suggested by V.V. Levitsky and I.A. Sternin (Левицкий, Стернин, 1989: 40).

The verb which happens to be the series dominant is ascribed the value of the synonymic affinity factor equalling 1.00. This verb is placed at the head of the reverse synonymic string. It duplicates the name of the entry in the dictionary of semantic proximity and is included into the overall number of the reverse synonymic string constituents given in brackets. The values of the synonymic affinity factor are scaled in the gradually descending order, in the event of equal values the respective synonyms being adduced alphabetically (Білинський, 1999: XXV). 

ABHOR (7) abhor (1.00); hate (0.95); abominate (0.75); detest (0.75); loathe (0.75); dislike (0.71); execrate (to detest, 0.50); 

DEBASE (20) debase (1.00): disgrace (0.96); humiliate (0.96); bastardize (0.80); depress (to bring to a lower state, 0.78); alloy (to devaluate, 0.75); debauch (0.75); defile (corrupt, 0.75); cheapen (0.73); flatten (to make flat, 0.56); demoralize (to corrupt, 0,50); deprave (0.50); soil (to disgrace 0.50); sully (to defame, 0.50); taint (to corrupt, 0.50); vitiate (to violate, 0.50); adulterate (0.46); bow (to bend, 0.46); dirty (0.18); abuse (to treat badly, 0.12); 

EMERGE (8) emerge (1.00): appear (to become visible, 0.91); loom (to appear large and imposing, 0.89); result (0.83); flow (to issue forth, 0.78); materialize (to develop, 0.50); escape (0.31); evolve (0.25).
Quantitative scaling of synonymic affinity between words models the compactness of synonyms within the series showing the changeability of the step distancing each subsequent synonym from the headverb. It also points out the proximity of the headverb to its closest as well as most distant synonym. Cases of absolute and relative equality in synonymic proximity as well as cases of varying proximity including those brought about by polysemy are revealed too (Білинський, 1999: XXV).
Growing interest in lexicometric study of word meaning is one of the typical features of present-day linguistics (Тулдава, 1987; Левицкий, 1989; Білинський, 1999). Lexicometric analysis allows researchers to identify the regularities of word usage, establish paradigmatic relations between the elements in the semantic structure of the word, measure the degree of semantic proximity between two separate words, etc. 

One of the most promising trends in statistical inquiries is the analysis of word collocability. It is observed that words are joined together according to certain rules. The linguistic structure of any string of words may be described as a network of grammatical and lexical restrictions (Soloshenko, Zavhorodniev, 1998: 188).
The set of lexical restrictions is very complex. On the standard probability scale the set of (im)possibilities of a certain combination of lexical units ranges from zero (impossibility) to unit (certainty). Some words, for instance, never occur together and some words always occur together in collocations.
Of considerable significance in this respect is the fact that high frequency value of individual lexical items does not forecast high frequency of the word-group formed by these items. The adjective able and the noun man are both included in the list of 2,000 most frequent words, the word-group an able man, however, is very rarely used. The importance of frequency analysis of word-groups is indisputable as in speech we actually deal not with isolated words but with word-groups. Attempts have been also made to elucidate this problem in different languages.
Collocability of lexical items may be determined with the help of some statistical devices. 

Chi-square (x2) is used to establish the syntagmatic correlation between two lexical items.
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where O stands for the observed frequency, E for the expected frequency of occurrence.

Chi-square (x2) as the criterion of independence merely indicates the presence or lack of association between two or more lexical items under study. 
Contingency coefficient K, on the other hand, is a measure of the degree of association between these lexical items (the degree to which they show a tendency to collocate) and usually assumes values from 0 to 1.

[image: image21.bmp]
where x2 stands for the criterion of independence, r and c for the number of lines and parallel columns in the table.

The tables below exhibit some research results on the dependence of lexical collocability of adverbs with verbs upon the so-called ‘tense forms’ in modern English and American prose, poetry, and press (Романова, 1986).

Observed and Expected Frequencies of Occurrence 

of Adverbs with Verbs

	Tenses
	Adverbs
	

	
	of time
	frequency
	place
	cause
	manner
	degree
	Total amount

	The Indefinite 

Tenses
	O: 1362

E: 1363
	1326

1463
	774

726
	191

193
	2998

2821
	286

287
	6937

	The Continuous 

Tenses
	O: 94

E: 278
	46

72
	31

35
	11

9
	145

139
	15

14
	342

	The Perfect 

Tenses
	O: 271

E: 215
	383

219
	65

108
	31

29
	248

423
	41

43
	1039

	The Perfect

Continuous 
	O: 6

E: 5
	5

5
	4

2
	0

0.7
	6

10
	4

1
	25

	Total amount
	1733
	1760
	874
	233
	3397
	346
	8343


Chi-Square Values
	Tenses
	Adverbs

	
	of time
	frequency
	place
	cause
	manner
	degree

	The Indefinite 

Tenses
	
	
	18.8
	
	106.4
	0.06

	The Continuous 

Tenses
	9.76
	
	
	0.23
	0.42
	0.05

	The Perfect 

Tenses
	20.31
	177.2
	
	0.16
	
	

	The Perfect Continuous 

Tenses
	0.16
	
	0.81
	
	
	8.85


NB: 3.84 is the critical value of x2: if x2  is less than 3.84, there is no dependence of verb-adverb collocability on the tense-forms.

Values of Contingency Coefficient K
	Tenses
	Adverbs

	
	of time
	frequency
	place
	cause
	manner
	degree

	The Indefinite 

Tenses
	
	
	0.047
	
	0.113
	

	The Continuous 

Tenses
	0.034
	
	
	
	
	

	The Perfect 

Tenses
	0.049
	0.146
	
	
	
	

	The Perfect Continuous 

Tenses
	
	
	
	
	
	0.033


REVISION TASKS

· Choose the correct answer(s) to complete the sentences. One or more answers may be correct. 
1. The methods one can employ to gather linguistic data are _____


A. sampling

C. controlled elicitations


B. clandestine elicitations
D. experimental elicitations

2. A representative sample compiled for the purpose of linguistic analysis is known as _____


A. corpus

C. transform 


B. concordance

D. frame

3. Text handling software tools used in linguistic analysis are _____


A. the concordancer
C. the lemmatizer 


B. the transformer
D. the framer 

4. Someone who acts as a source of language data is called _____


A. an informant

C. a consultant


B. a subject

D. an adviser  

5. _____ is a procedure devised to minimize the effects of the ‘observer's paradox’.
A. Clandestine recording
C. The interview 


B. Convenience sampling
D. The questionnaire
6. Structural methods of linguistic analysis include _____


A. oppositional analysis
C. IC analysis


B. frame analysis

D. distributional analysis

7. Contrastive analysis attempts to find out similarities and differences in _____ languages.

A. related

C. both related and non-related

B. non-related 

D. modern 

8. _____ languages are devoid of form-building morphemes, they indicate grammatical relations chiefly through word order.


A. Isolating (analytic)
C. Agglutinative


B. Inflectional (synthetic) 
D. Incorporating (polysynthetic)

9. The number opposition book :: books is _____

A. privative

C. equipollent

B. gradual

D. isolated

10. Positional variants of the morpheme -(e)s [z], [s], [ız] (rooms, books, boxes) are in _____ distribution.

A. non-contrastive
C. complementary

B. contrastive

D. proportional  

11. Distributional analysis involves the use of _____

A. tree diagrams

C. stratal diagrams

B. phrase structure rules 
D. test-frames

12. The IC theory is based on the assumption that _____

A. verbs are the key to the sentence

B. linguistic units are structured into hierarchically arranged 

sets of binary constructions

C. grammar consists of three basic components: syntax, 

semantics, and phonology

D. any language consists of a limited number of kernel 

(basic) sentences  

13. IC analysis may be shown by _____


A. derivation tree diagram
C. candelabra diagram


B. dashes 

D. labeled brackets

14. S → NP + VP is an example of _____

A. transformational rules
        C. lexical rules

B. immediate dominance rules  D. phrase structure rules

15. NP is A → TAN exemplifies the transformation of _____

A. affirmation

C. negation

B. preposition introduction
D. nominalization

16. The most common transformational procedures in transformational analysis are _____


A. permutation

C. substitution


B. addition

D. deletion 

17. Minimal components of meaning are termed _____ 



A. semes

C. lexico-semantic variants



B. sememes

D. lexemes

18. The police in The car was found by the police is _____


A. Agent 

C. Beneficiary


B. Experiencer

D. Instrument


19. The sentence I order you to eat realizes a(n) _____ speech act.



A. direct


C. directive



B. indirect

D. assertive  


20. In frame analysis, frames are understood as _____



A. general conceptions of something


B. cognitive models which represent knowledge and beliefs 

pertaining to specific situations



C. syntactic patterns in which the word may occur



D. cognitive perspectives on a situation


21. Concepts are divided into _____



A. notions

B. scripts



B. prototypes

C. scenarios 


22. The formula for correlation between polysemy and word frequency is known as _____



A. chi-square (x2)  
C. contingency coefficient (K) 

B. Zipf’s law

D. correlation coefficient 

23. The difference in meaning between synonyms is expressed numerically using a mathematical formula _____



 

                            A.                                                                                                                                                              C.



B.
  D.

Unit 6

____________________________________

METALANGUAGE 

OF LINGUISTIC RESEARCH

____________________________________

6.1. Defining metalanguage

Language is the basis for all human interactions. No thinking is possible without language. Human knowledge and science is only possible through the medium of language. ‘All systematic knowledge takes the form of language about some phenomenon; but whereas the natural sciences are language about nature, the social sciences are language about society, linguistics is language about language’ (Halliday, Webster, 2002: 384). 

In linguistics, language is used to describe and analyze language. Since every attempt to fix the meaning of language must be done in language, linguistics is, as J.R. Firth (1957) put it, ‘language turned back on itself.’ 
A metalanguage is a language or symbolic system used to discuss, describe, or analyze another language or symbolic system (RHWCD, 1990). (The Greek prefix meta- means ‘another, after’.) 

In general, a metalanguage is any form of language which is used to describe or analyze another language, called the object language. The term can refer to any terminology or language used to discuss language itself, e.g., a written grammar or a discussion about language use.

The use of the term metalanguage in linguistics is particularly associated with the work of L. Hjelmslev (1943).

Roman Jakobson (1960: 350-377) includes the metalingual function in his list of functions of language. It indicates a language’s ability to explain, name, and criticize its own features. The metalingual function is fulfilled when language is used to talk about itself, as in books on linguistics or in everyday language when people ask one another, e.g., about the meaning of unfamiliar words.

The metalanguage of linguistics (or any other science) consists of (1) terminology (terms), (2) general scientific vocabulary, (3) signs, symbols, and graphics (Арнольд, 1991: 84). 

Metalanguage of any science is marked by a distinctive technical terminology (specialized vocabulary) developed through decades of research. A metalanguage is based on the system of terms, i.e., words and word equivalents which are endowed with special technical meanings and indissolubly connected with scientific definitions (Akhmanova, Agapova, 1974: 8-9). Some writers seem to equate metalanguage with metalinguistic terminology. 

General vocabulary of science embraces words belonging to the scientific register. It often shows distinctive recursive patterns and systems, formal as well as semantic. The words aim at conveying precise unambiguous factual information, undisturbed by emotive effect and evaluative import (Никитина, 1987: 19).

Symbolic language (signs and symbols) is one of the basic features of modern science. There is now a whole science of signs and symbols, called semiotics. 

Graphic metalanguage comprises tables, matrices, diagrams, charts, graphs, etc. It usually plays an auxiliary role and must be combined with verbal means of expression (Арнольд, 1991: 84).

Scientific research is dependent upon the metalanguage employed, its exactness and precision. Language plays an active role in the development and communication of scientific ideas. 

All metalanguages (of which terminological systems are the most important part) are analyzed and described mainly for the purpose of optimization, to find ways of making them more efficient as tools of scientific communication (Akhmanova, 1977: 4).
A distinction is made between (1) metalanguages which are kept within the precincts of natural language, and (2) semiotized metalanguages, which are entirely based on a different semiotic system (Akhmanova, Agapova, 1974: 145-146). 

The metalanguage may be identical to or include the object language (natural human language). We use English to study English in linguistics. We might use English as a metalanguage to talk about the object language Latin. However, there are essential limitations of natural languages. Natural languages leave room for ambiguity which may be a source of misunderstanding. No language can completely and precisely cover the intricacies of specific domains of knowledge. 

Some sciences have emancipated themselves to a great extent from natural human language and use symbolic language (signs and symbols), e.g., mathematics (the system of mathematical symbols) and chemistry (chemical formulas). The rest of the sciences can be arranged gradually, according to the greater or lesser degree of semiotic abstraction (Akhmanova, Agapova, 1974: 146). 

To a large extent, mathematics is the language of science. It consists mostly of signs and symbols. It is precise, concise, and universal, i.e., one and the same throughout the civillized world. 
Mathematics supplies a metalanguage for the treatment of qualitative problems of natural and social sciences. It pervades practically all sciences including formal logic, philosophy, and even linguistics, literature, and music. Nowadays, there is a general belief that all science, as it grows to perfection, becomes mathematical in its ideas. (As Leonardo da Vinci put it: ‘No human investigation can be called real science if it cannot be demonstrated mathematically.’) 
Attempts have been made to evolve artificial (semi-artificial) metalanguages which exploit the natural language or formal tools. 

The Natural Semantic Metalanguage (NSM) is an approach to semantic analysis based on reductive paraphrase (i.e., breaking concepts/ words into combinations of simpler concepts/ words) using a small collection of semantic primitives. They are believed to be atomic, primitive meanings present in all human languages, e.g., substantives: you, someone, people, something; mental predicates: think, know, want, feel, see, hear, be; speech: say, word, true; actions: do, happen, move, put, go, etc. 

Words from ordinary language are analyzed in NSM by means of script-like explications, e.g., plants: living things / these things can’t feel something / these things can’t do something.


Anna Wierzbicka originated the NSM theory in the early 1970s starting with an inventory of 14 primitives; the theory slowly grew. In 2002, the list consisted of 61 semantic primitives and is not yet regarded as complete.

Formal syntactic models for the description of grammar, e.g., generative grammar, are also a type of metalanguage. Formal approaches are fully explicit and mechanical, and often somewhat mathematical in appearance. The statement S → NP VP is a formal way of saying ‘A sentence may consist of a noun phrase followed by a verb phrase.’ Formalisms of this type are much used in modern grammatical description and theory (Trask, 2000: 54). 

The term metalanguage is also used to refer to symbolic systems that describe and discuss other systems. The term is often applied to specially constructed systems such as the formal logical system known as Montague grammar, devised by Richard Montague in the 1960s and early 1970s to represent linguistic semantics (The Oxford Companion, 1992: 652). Such systems originated in the 17th century, as part of a search for a universal logical system that would transcend all natural language (The Oxford Companion, 1992: 84). 

Formalization of the metalanguage (formal logic, formal mathematical techniques) helps to get more rigorous, transparent, and less ambiguous results. It makes theories consistent, their presentations parsimonious, their definitions clear and distinctive. However, formalization comes with some problems of its own. Different styles of formalization may result in different analyses.

6.2. Terminology as the most important part of the  

       metalanguage of science. Terms and definitions 

Terminology has a two-fold meaning; it is (1) the science of terms, the discipline concerned with the principles and methods governing the study of concepts and their designations (terms, names, symbols) in any subject field, and (2) a system (set) of terms belonging or peculiar to a specific subject (RHWCD, 1990).

Terminology of a language consists of many systems of terms. It forms the greatest and most intensely developing part of every language vocabulary. Hundreds of thousands of words belong to specialized scientific terminological systems and are not used or even understood by people outside the particular speciality. 

A term is usually defined as ‘the naming unit of a concept of a given branch of science’ (Masàr, 1992: 262); ‘the element of the word-stock naming a concept determined by a definition and a place within a system of concepts of an objective branch of science, technology, economy and other activities’ (Masàr, 1992: 280). 

Many of the definitions agree that a term is a word or word combination of a special technical language created, borrowed, or adopted for the exact expression of the concepts of that science and the denotation of its special objects (Akhmanova, Agapova, 1974: 7). 

A term is a definition(al) word; it is indissolubly connected with a scientific definition and displays a relationship of one-to-one correspondence to it, having a precise meaning. The word utterance, e.g., is regarded as a linguistic term since Z. Harris, Ch. Fries and other representatives of descriptive linguistics attached to it the following definition: ‘An utterance is any stretch of talk by one person before and after which there is a silence’ (cited in Arnold, 1973: 210). 

The importance of the definability principle is illustrated by ‘consubstantial’ terms, i.e., terms indistinguishable from everyday words like person, root, sound, word. They become terms only when an exact scientific definition has been firmly attached to them. The definition transposes them into the metalanguage of linguistics, a different semiotic system, where they become members of an ensemble of terminological units. For instance, person is no longer ‘a man, woman, or child’, but ‘a grammatical category of the verb, which denotes the relationship between the action (or process) and its subject, and the speaker’ (Akhmanova, 1977: 26; Руда, 2007: 4). 

There is, however, no clear dividing line between general and specialist vocabulary. A common everyday word can have a technical application. Conversely, there is nothing to prevent a technical term from being used in the general vocabulary, e.g., radio, television, gene, vitamin, penicillin have gradually lost their qualities as terms and have passed into common usage. But the overwhelming majority of terms do not undergo this process of de-terminization and remain the property of scientific prose. 

The difference between a common word as an element of the general vocabulary and the same word as part of a terminological system can be explained only by applying the criterion of definability. Terms are definitional words. The words of everyday language are not based on definition (Akhmanova, Agapova, 1974: 127). 

A definition is a statement of the meaning of a word or phrase. The term to be defined is known as the definiendum (Latin: ‘that which is to be defined’). The words which define it are known as the definiens (Latin: ‘that which is doing the defining’).

Unlike the dictionary definition which explains words by means of other words (e.g., defines a word by giving a synonym), terminological definition serves the function of establishing an obvious link between the linguistic system and the conceptual structure of knowledge. In the printed definition we find in terminological glossaries, there is a coincidence of name and concept in the definiendum (or item being defined). 

In terminology, definitions are by preference of an analytic and synthetic nature. First, they attempt to link the concept to be defined (the definiendum) to its most closely related broader concept (the definiens), thus fixing its place in the structure of knowledge. And second, they attempt to describe in which way this concept differs from other concepts in the same area of knowledge (Sager, 1998: 260). Terminological definition has to be as detailed as necessary to differentiate a concept and its name from other concepts and names and so avoid overlaps of meaning. 

Several types of definitions are commonly used in science.

Definition by classification gives the class of things to which the defined thing belongs (the genus) and the distinguishing feature which marks it from other members of the same class (the differentia): Triangle is a plane figure (genus) bounded by three straight sides (differentia). Capitalism is an economic system (genus) based on competition and free enterprise (differentia). 

Definition by enumeration (enumerative definition) gives an explicit and exhaustive listing of all the objects that fall under the concept or term in question: The kings of the house of Stuart were James I, Charles I, Charles II, and James II.

Definition by example (ostensible definition) gives the meaning of a term by pointing to the thing itself or to examples. 
An operational definition tells what to do in order to experience the thing to which the term defined refers. A physicist asked to define the ‘Joule-Thompson effect’ will usually describe the experiments in which this effect can be observed. A more homely example of an operational definition can be found in the recipe (e.g., defining a cake in terms of how it is prepared and baked). 

A precising definition extends the formulaic (standard) definition of a term for a specific purpose by including additional criteria that narrow the set of things meeting the definition. 

A stipulative definition is a type of definition in which a new or currently-existing term is given a new meaning for the purposes of argument or discussion in a given context. When the term already exists, this new definition may, but does not necessarily, contradict the dictionary definition of the term. 

A definition is intensive if the characteristics of an object can be adequately defined or explained with no reference to any changes in the state of the object or any indication of certain dynamic connections of the object with other objects, e.g., A plosive sound is a stop consonant the pronunciation of which is based on the breaking of a closure. If it is found that by creating or introducing a definition we modify the way a certain object is apprehended, the definition is termed extensive, e.g., Plosive sounds are those phonetic elements on the basis of which the Indo-European languages were divided into centum and satem ones (Akhmanova, Agapova, 1974: 66). 

Definitions can also be classified as encyclopedic, directed or oriented towards the extralinguistic object, and philological, concentrated on the words themselves, on the linguistic facts as such. In the case of the ordinary words of natural languages, we deal with a definition of the words, not the things for which they stand. In this case, it is the philological definition that comes first. Encyclopedic definitions provide a scientific description of the underlying object, they explain very clearly what the actual object is and how it differs from the rest of cognate objects (Akhmanova, Agapova, 1974: 67). 

Terms are endowed with a special form of reference, namely, that they refer to discrete conceptual entities, properties, activities, or relations which constitute the knowledge space of a particular subject field. There are terms which have special reference within a particular discipline, and terms which function in general reference over a variety of subject fields (Sager, 1998: 261). 

Terminological systems are purposefully controlled.  ‘Agreements are concluded on the precise meaning and expression forms of terms by means of processes of regularization, harmonization, and standardization’ (Sager, 1998: 261).

Work on terminology standardization has been going on in almost all branches of science since the beginning of the 20th century. ‘Scientists are aware that they ought to have a common language, and they keep modifying their terminology according to recommendations from national and international bodies and committees’ (Klasson, 1977: 193). Every system of terminology is nowadays fixed in glossaries approved by authorities, special committees, and eminent scholars. 

National and international standards institutions work to achieve agreed multilingual equivalence between standardized terms. In the context of ISO/TC 37 (International Organization for Standadization), standards have been prepared intended to provide guidance for the procedure of term formation.

Behind each term there should ideally be a clearly defined concept which is systematically related to other concepts. The choice of the term should reflect this concept effectively and unambiguously, and the outward form the term takes should be widely acceptable (Sager, 1998: 261). Terms should follow familiar and established patterns of word formation which are in use.

Among the qualities associated with terms are that they are: (1) exact, i.e., they designate a particular meaning, (2) unambiguous, i.e., they cannot be confused with the meanings of any other terms, (3) unique, i.e., one and only one term is available, (4) systematic, i.e., they are part of a larger, ordered system of terms, preferably in a clearly structured terminological hierarchy, (5) neutral, i.e., they are oriented towards cognition and objective processes without including aesthetic or emotive elements, (6) self-explanatory, or transparent, i.e., terms reflect the concept characteristics they refer to as precisely as possible, (7) concise, i.e., they follow the principle of linguistic economy (Sager, 1998: 253). 

These features are, of course, ideals that cannot always be realized. The demand for economy may, for instance, be sacrificed to the greater need for exactness, lack of ambiguity, and uniqueness.


6.3. Terminology, nomenclature, and taxonomy

Terminology is connected with the system of notions of a particular science. Terms are words and word combinations used to express scientific concepts and categories.
Nomenclature (from the Greek nomen ‘name’) refers to a set or system of names used in a particular science, e.g., botanical nomenclature (names of plants and animals), chemical nomenclature (names of chemical elements), astronomical nomenclature (names of celestial bodies), etc. 

A term as a name for an object of thought should not be confounded with an element of nomenclature. In linguistics, names of different languages and dialects are not terms, but nomenclature units. In contrast with terminology, nomenclature provides ways and means of denoting objects without any reference to the requirements of theoretical thought (Akhmanova, Agapova, 1974: 78). 

The relationship between nomenclature units and terms may be quite complex. Very often names which were originally units of nomenclature become full-fledged terms as the branch of science advances. With a narrowing sphere of application, the original term may not only become a unit of nomenclature, but also drop out of use altogether (Akhmanova, Agapova, 1974: 108).

Nomenclature is closely connected with taxonomy; it serves taxonomy (from the Greek taxis ‘arrangement’ and nomos ‘law’) which is the practice and science of classification. Taxonomies, or taxonomic schemes, are composed of taxonomic units known as taxa (sing. taxon), or kinds of things that are frequently arranged in a hierarchical structure, typically related by subtype-supertype relationship. Almost anything – animate objects, inanimate objects, places, concepts, events, properties, and relationships – can be classified according to some taxonomic scheme.

6.4. The linguistic dimension of terminology: types

       and ways of term formation
Every branch and every school of science develop a special terminology adapted to their nature and methods. Its development represents an essential part of research work and is of paramount importance, because it can either help or hinder progress (Arnold, 1973: 210). All scientists are linguists to some extent. They are responsible for devising a consistent terminology, a skeleton language, to talk about their subject matter. 

It is often possible to trace a term to its author. The terms anode and cathode were coined by Michael Faraday; subject raising and object raising by Noam Chomsky. Those who coin a new term are always careful to provide it with a definition and give some reasons for their choice by explaining its motivation.

Two types of term formation can be distinguished in relation to pragmatic circumstances of their creation: primary term formation and secondary term formation (Sager, 1998: 252-253).

Primary term formation occurs when a newly created concept has to be named. It accompanies the formation of a concept and is monolingual. Distinction is made between (1) provisionally named terms, usually associated with stipulative definitions, as they occur in scientific position papers or theses, and (2) the definitive establishment of a new term-concept, accompanied by a full definition. Primary term formation is externally uncontrolled. But it is, of course, influenced by existing patterns of term formation in the relevant discipline (Sager, 1998: 252). 


Secondary term formation occurs when a new term is created for an existing concept in the following two cases: (1) as a result of the revision of a term in the framework of a single monolingual community (rebaptism of a term), e.g., telephone is now referred to as fixed telephone following the discovery of the mobile phone, or (2) as a result of transfer of knowledge to another linguistic community in which a corresponding term needs to be created. 

Primary and secondary term formations are governed by different motivations and are subject to different influences. In primary term formation, there is no linguistic precedent, though there may be more or less strict rules for forming appropriate terms. In secondary term formation, there is always the existing term in the source language serving as a basis for secondary formation (e.g., by ‘the analogue rule’). Primary term formation is more spontaneous, whereas secondary term formation is more often subject to rules and can be planned (Sager, 1998: 253).

There are three main ways of term formation: (a) creating new forms (word formation), (b) using existing forms, (c) interlingual borrowing (borrowing from other languages). 

(a) Creating new forms. New forms are lexical items that did not exist before. Considering both the quantity of terms needed and the qualities expected of them, processes of word formation are of central importance (Gramley, Paetzold, 1992: 252). Terminology uses the following processes of word formation: 

(1) Derivation, also referred to as affixation, is the formation of a new term by adding one or more affixes (prefixes and/or suffixes) to a root: nominalization, fronting, interfix, premodifier, unpassive.

(2) Conversion, also referred to as zero-derivation, is a type of word-formation in which a word is shifted from one part of speech to another without any additions or changes: prefix (noun) – to prefix (verb); Google (noun) – to google (verb).  

(3) Back-formation creates new words from existing ones by subtracting a piece that looks like an affix. The result is a mutilated word coined in analogy with some existing similar term: television – to televise; echo-sounding – to echo-sound; tape-recorder – to tape-record; vacuum-cleaner – to vacuum-clean.
(4) Compounding involves combining two or more existing words (roots), leading to a new form. The roots or words making up a compound term are joined by a hyphen, interfix, or by fusing, or without any indication of joining: zero-derivation, future-in-the-past, get-passive, morphosyntax, loanword, headword, full stop.

In some terminologies, there are complex formations consisting of several stems, called string compounds. A string compound, however long, must still be regarded as a monolexemic formation; in contrast with combinations of different words which, when brought together, function as one piece of isolated syntax and form a combinative (syntactic) term (Akhmanova, Agapova, 1974: 139). Such formations as word order, full stop, inverted commas (quotation marks), exclamation mark are compound words; transitive verb, unspecified object deletion, negative polarity item, reduced relative clause are combinative terms (termcombinations). 

(5) Shortening. Shortening serves the purpose of creating more concise terms, especially for frequently used terms, as well as creating names that are easy to remember for lengthy terms. The following types of abbreviated forms can be distinguished:

Abbreviations. Abbreviation is a brief way of writing a word or phrase that could also be written out in full, using only the letters of the alphabet and possibly full stops: lx (linguistics), met. (metaphor), adv (adverb), prep (preposition), abbr. or abbrev. (abbreviation).

Short forms. The short form is an abbreviated form of a complex term which uses fewer words in order to designate the same concept: auxiliary (auxiliary verb), modal (modal verb), radio (wireless radio telegraphy), meridian (meridian line), diesel (diesel engine), underground (underground railway). The omitted words are felt to be superfluous and may gradually be forgotten.

Clipped forms. A clipped form is formed by truncating the front, middle, or back portion of a single-word term: (1) fore-clipping (aphesis): chute (from parachute), phone (telephone), van (caravan), (2) medial clipping: maths (mathematics), and (3) back clipping (apocope): logo (logogram), prefab (prefabricated house). Final and initial clipping (back clipping and fore-clipping) may be combined: flu (influenza), frig or fridge (refrigerator).

Many clipped forms remain on the level of workshop jargon and are labelled ‘colloquial’: brolly is a clipped form of umbrella which occurs in aviation to denote a parachute; ‘copter is a colloquial alternative to helicopter.

Some clipped forms, however, establish themselves firmly in general usage through being brief and convenient, and their connection with the original word gradually falls into oblivion: mel is the apocopated form of melody accepted as a unit of pitch; dub is a cinema term meaning ‘to make another recording of sound-track in a film in a different language’ from double; torr, a unit of pressure, was clipped from the name of E.Torricelli, an Italian scientist who invented the mercury barometer (Klasson, 1977: 149-152). 

Blends (portmanteaux words). Blends are created when the first syllable (syllables) of the first word combines with the last syllable (syllables) of the second word; arbitrary letters may be suppressed in the process, in a deliberate attempt to create an acceptable term: bit, the fundamental unit of information, is short for binary digit. Other examples are: pulsar (pulsating radio star), transistor (transfer + resistor), breathalyzer (breath + analyzer).

Depending upon the prototype phrases, two types of blends are distinguished: (1) additive blends, transformable into coordinate phrases: transceiver (transmitter and receiver), Spanglish (Spanish and English), and (2) restrictive blends, transformable into attributive phrases: positron (positive electron), slanguage (slang language).

In linguistics, blends are used to describe languages and speakers of languages: a person is considered to speak Spanglish if s/he is using both Spanish and English words to express a complete thought; the indigenous languages of the Americas, taken collectively or as a hypothesized linguistic family are called Amerind or Amerindian (American Indian).

Initialisms (alphabetisms). Initialisms are capital-letter abbreviations formed from the first letters of each of the elements of a complex term. They are always pronounced letter by letter: NP – noun phrase, VP – verb phrase, AdvP – adverb phrase, CNP – compound nominal phrase, FSP – functional sentence perspective.

Acronyms. Acronyms are formed by combining the initial letters or syllables of all or several of the elements of a complex term. They are always pronounced syllabically just like regular words: laser (light amplification by stimulated emission radiation), radar (radio detection and ranging), IRIS (InfraRed Intruder System). 

The linguistic term NICE properties is a mnemonic acronym for the four properties which distinguish auxiliary verbs from other verbs: Negation, Inversion, Code (the ability to allow a following verb phrase to be deleted), and Emphatic Stress (Trask, 2000: 87).

(b) Using existing forms. It is evident that few if any words are made up of novel phoneme combinations. The reason for this is presumably that lack of associations would make such completely new words difficult to retain and liable to misunderstanding. Instead of coining novel lexemes, scientific English draws on existing lexical items by extending their semantic range. This development is economical partly because familiar lexical items can be more easily called to mind, and partly because it holds back the proliferation of lexemes (Klasson, 1977: 192). New terms can be formed by using existing forms by the following procedures: 

(1) Terminologization. This is a general procedure through which a word or phrase from general language is transformed into a term designating a concept in a special langauge (metalanguage), e.g., within the computing field, the words mouse, hardware, program, virus have all taken on new meanings; examples within linguistics include assimilation, aspiration, quality. 

(2) Transdisciplinary borrowing, also known as internal borrowing, refers to situations where a designation from one specific subject field is used in another one in order to represent a different concept. The characteristics of both concepts in both subject fields are often comparable and analoguous. Sea terminology, for instance, lent many words to aviation vocabulary, which in its turn made the strating point for the terminology adopted in the conquest of space. 

In linguistics, there are many terms borrowed from rhetoric: metaphor, metonymy, synechdoche, etc. 

The linguistic term valency was borrowed from chemistry. It denotes the number of arguments required by a verb. A monovalent verb like smile requires only one argument: Susie smiled. A divalent verb like see requires two arguments: Susie saw Mike. A trivalent verb like show requires three arguments: Susie showed Mike her new kitchen. Using a verb with the wrong number of arguments produces an ungrammatical result: *Susie smiled Mike. *Susie showed her kitchen (Trask, 2000: 143).

(3) Semantic transfer within a special language. This is the process by which an existing term in a special language is used in order to designate a different concept by an analoguous extension, e.g., screen (1) ‘part of a computer on which information is displayed’, (2) ‘the information displayed on this computer part’ (computer science); transposition (1) ‘placement of a language unit or form into the speech environment which is not typical of its regular and neutral occurrence’, (2) ‘the result of this placement’ (linguistics).

(c) Interlingual borrowing. Terms existing in one language can be introduced into another language by the following procedures:

(1) Direct borrowing. This is full adaptation of terms from other languages during the process of second term formation. The borrowed form can differ in the borrowing language from that in the source language in terms of pronunciation, spelling, declination, etc.

The language of science has been considerably influenced by borrowings from Latin and Greek. They form the core of an international scientific vocabulary.

In the 15th and 16th centuries, there was a great revival of classical learning in the Renaissance. Latin and Greek came to be regarded as the ideal languages. Scholars wrote in Latin, irrespective of nationality, and this made possible an international intercourse free from language barriers. A number of the earliest scientific concepts were first expressed in Latin or Greek (Klasson, 1977: 17). 


In the 17th century, the advances of science were very rapid and scientific knowledge spread far and wide. Scientists discussed problems with Latin and Greek terms. This was also the period of the scientific societies or academies established to stimulate discussion and cooperation between scientists. The Royal Society, which was founded in 1662 in London, published a scientific periodical called the Philosophical Transactions of the Royal Society in which contributions were printed both in Latin and in English. The Society encouraged scientists to write in English (Klasson, 1977: 17-18). 


The change from Latin to English in scientific writing seems to have begun in the 18th century. But scientists felt the loss of Latin as the international language of science, and the change took a long time. Scientists have never ceased to look to Latin and Greek for internationally current word-material (Klasson, 1977: 18). 

In addition to direct borrowings, such as morph, comma, cacology, or iteration, this involves morphological elements, including prefixes (allo-, anti-, bi-, de-, endo-, hyper-, hypo-, inter-, intro-, macro-, meta-, micro-, mono-, multi-, -poly-, post-, pre-, pro-, proto-, re-, etc.) and suffixes (-graph, -ology, -morph, etc.) which are adopted and adapted over and over again in various combinations, more or less on classical patterns (Gramley, Paetzold, 1992: 252).  

The Greek and Latin languages have been the source of linguistic terms for centuries up to the present. Greek word-forming patterns, words and word elements were adopted and adapted into Latin (NeoLatin) 1,500 years ago, and passed through Latin into many European and other languages. Many Greek technical terms were converted into English via Latin: adjective, antonym, ellipsis, grammar, homonym, homophone, hyponym, hypotaxis, intonation, lexeme, morpheme, morphology, onomatics, paradigm, phoneme, phonology, polysemy, pragmatics, prosody, punctuation, semantics, semasiology, sign, sound, syllable, synonym, syntax, voice. 

(2) Loan translation (calque). The morphological elements of a term from the source langauge are translated literally (’word for word’) in order to form a new term in the target language. English free verse calques French vers libre; English loan-translation and loanword calque German Lehnübersetzung and Lehnwort.

Scientific English has made few acquisitions through this method. As a rule, it is nowadays the English term that spreads to other languages. There is a powerful export of English terms to other languages, including Ukrainian.

6.5. Linguistic terms. Contemporary problems in

       linguistic terminology
Terms are part of the metalanguage of linguistics. ‘For example, terms like noun, transitive verb, relative clause, and prepositional phrase constitute part of the metalanguage we use for talking about English grammar’ (Trask, 2000: 82).

When linguists attempt a description of language structures, the tools of their trade, their terms, are the names they give to ideas which help them to better understand what they are studying and to share their ideas with others. These terms, in turn, name the categories and levels of their analyses (Jefferies, 1992: 120). 

Terms are coined to express the fine properties of the units, principles and theories under discussion and precise distinctions that mark one off from the other. They are the means that lay for us solid foundations on which to build further knowledge. It is commonly felt that a sound knowledge of technical terms is necessary for a proper understanding of the subject. 

The technical terms used by linguists arise in the course of their work. Linguistics has evolved a magnificent stock of terms, an awesome array of technical terms.

Linguistics has been pursued for centuries, and a number of different approaches have been developed and elaborated. These approaches differ to some extent in the analyses they recognize, and, inevitably, they differ also in terminology.

Many of the most venerable traditional terms are still in use today, such as adjective, transitive verb, direct object, and relative clause. Other traditional terms are now obsolete or at least old-fashioned, such as substantive (an old-fashioned word for noun), noun clause, adjective clause (another term for relative clause, now little used), accidence (an old-fashioned term for inflection, now little used), appelative (an old-fashioned term for common noun), flection (an old-fashioned term for inflection).

At the same time, important new terms, not used by our ancestors, have been introduced into the subject and have become indispensable; examples are determiner, noun phrase, complement clause, subject raising, negative raising. Such change in terminology is natural and inevitable in any field of study (Trask, 2000: v).

Mario Pei, in the preface of his Glossary of Linguistic Terminology (1966), stressed the difficulty of keeping a linguistic glossary up-to-date. He referred to a glossary that he had published about 12 years previously as ‘badly out-of-date’. He advised the use of a card index which can be continually modified, as the only hope for keeping up with the continual changes in linguistic terminology. (Card index can be nowadays replaced by a computer dataset.)

‘An enormous number of terms and uses of terms continue to proliferate in ways which, although they are intended to communicate meanings precisely, accurately, and consistently, do not achieve these purposes as effectively as they might’ (Jefferies, 1992: 137).

Contemporary problems in linguistic terminology arise mainly in connection with the ways in which linguists define and name their categories and levels of analysis: (a) polysemy, (b) synonymy, (c) variation in terminology, (d) standard vs. non-standard terminology, (e) inappropriate (misleading) terms. They frequently lead to confusion, vagueness, opacity, ambiguity, and wrong notions.
(a) Polysemy involves the multiplicity of meanings attached to a single lexical item. An ideal term should be monosemantic (i.e., it should have only one meaning in one-to-one correspondence with a scientific definition). Polysemantic terms lead to misunderstanding, and it is a serious shortcoming in professional communication. Although linguistic terms ordinarily tend to be monosemantic, there are, in fact, numerous polysemantic terms. 

‘There can be a number of equally respectable technical meanings attached to a single term, depending upon theoretical and other aspects of the context of its use’ (Jefferies, 1992: 126).

combining form 1. A special form taken by a word when it forms part of a larger word. For example, piano takes the combining form pian- in pianist. 2. An element, usually one taken from Latin or Greek, which never stands alone, but can only appear as part of a larger word. For example, bibliophile ‘lover of books’ consists of the combining forms biblio- ‘book’ and -phile ‘lover’; neither of these can stand alone, but both recur in other formations, such as bibliography ‘list of books’ and thermophile ‘heat-lover’. Most English technical terms are constructed from combining forms (Trask, 2000: 27).

derivation 1. A type of word-formation in which a word is derived from another word by adding an affix. English examples include writer and rewrite from write, trans-Atlantic from Atlantic, frosty and defrost from frost. 2. In Transformational Grammar, the series of steps involved in converting a deep structure into a surface structure (Trask, 2000: 46-47).

expletive 1. Another term for dummy. A meaningless word which is grammatically required to fill a position which would otherwise be empty but which refers to nothing. The two common English dummies are it and there: It’s raining; There’s a wasp on your back. 2. A swear word, sometimes especially one which is inserted into the middle of a phrase as a meaningless emotional intensifier, as in Where’s that bloody cat? (Trask, 2000: 50-51).

grammar 1. The branch of linguistics dealing with the structures of words and sentences, commonly divided into Morphology (word structure) and Syntax (sentence structure). 2. Any particular approach to this study. This is the sense found in labels like traditional grammar and transformational grammar. 3.  A particular description of the grammatical facts of a language. 4. A book containing such a description (Trask, 2000: 61).

‘Different linguists sometimes use the same term in quite different senses. Examples of this include adjunct, particle, conjunct and complement, terms which can denote rather different things depending upon who is using them’ (Trask, 2000: v).

adjunct 1. Any part of a sentence which could in principle be removed without leaving behind something which is ungrammatical. An adjunct is always an adverbial of some kind. In the sentence I ran into Susie in town yesterday, the phrases in town and yesterday are adjuncts, since either or both could be removed without producing ungrammaticality, but nothing else is an adjunct, since removing anything else would produce an ungrammatical result. 2. In the Quirk Grammars, an adverbial forming part of the structure of its clause, such as the examples just given (Trask, 2000: 6). 

particle 1. Broadly, any grammatical word of invariable form, such as of, and, the. 2. Narrowly, a small word making up the second part of a phrasal verb, such as the up of make up (Trask, 2000: 96).

conjunct 1. Any one of the items linked by a word like and with a coordinate structure. Examples (in brackets): [Susie] and [her parents] are coming to dinner. 2. In the Quirk Grammars, an adverbial which connects its sentence to neighbouring sentences, such as moreover, nevertheless, finally, or in addition.

complement A label which is applied variously to several quite different things. 1. A subject complement is a phrase which follows a copula and either modifies the subject or denotes something identical to the subject. Examples (in brackets): Jan is [a senior administrator]; The children were [very excited]. 2. An object complement is a phrase which follows a direct object and either modifies that object or denotes something identical to it. Examples (in brackets): I consider hang-gliding [dangerous]; Stage Coach made John Wayne [a star]. 3. The complement of a lexical head is a phrase which directly follows it and, in some broad sense, ‘completes’ it. Examples (in brackets): Susie is fond [of chocolate] (of chocolate is the complement of the adjective fond); Susie has bought [a new car] (a new car is the complement of the verb bought). 4. In some older approaches to grammar, the label complement is applied to every phrase following a verb. In this approach, the sentence I saw Lisa in town yesterday contains three complements to the verb saw: Lisa, in town, and yesterday. 5. In some recent theories of grammar, the label complement (of a verb) is applied to the entire verb phrase containing that verb except for the verb itself. In this approach, the verb phrase saw Lisa in town yesterday consists of the verb saw and the complement Lisa in town yesterday. This usage is not normal in most circles. 6. Short for complement clause (Trask, 2000: 28). 

Competing and conflicting usages of linguistic terms can be explained by ‘narrow focus, isolation, specialization, and fragmentation in the field of linguistics’ (Jefferies, 1992: 121). 

Some scholars claim that polysemy may be tolerated in one form only, namely if the term has various meanings in different fields of science. The terms alphabet and word have in mathematics meanings very different from those in linguistics (Arnold, 1973: 210).

(b) Synonymy involves a multiplicity of lexical items, all expressing one single meaning. There are scholars who insist that terms should not have synonyms because, consequently, scientists would name the same objects in their field by different terms and would not be able to come to any agreement (Soloshenko, Zavhorodniev, 1998: 21). However, synonymy is not unknown to terminological systems; there are terms which are quite close to each other in their meaning and belong to the same thematic group.


Terminological synonyms are two existing terms for one denotatum. In phonetics, consonants like [s] and [z] are known both as spirants and as fricatives, and both terms are employed synonymously. Other examples are: 

agreement (also concord) The grammatical phenomenon in which the form of a particular word or phrase is determined by the form of another word or phrase which is grammatically linked with it. For example, English requires this book but these books: the form of the determiner this/ these must agree with the form of the noun book/ books (singular or plural) (Trask, 2000; 10).

bahuvrihi (also called headless compound, exocentric compound) A type of compound in which neither element is head. For example, a hatchback is not a type of back, nor is it a type of hatch; it is a type of car (Trask, 2000: 19).

diminutive (also hypocoristic) A modified form of a word which expresses small size, or, sometimes, merely affection. English usually forms diminutives by suffixing -y or -ie, often to a reduced form of the source word, as in hanky for handkerchief, doggie for dog, and Tommie for Thomas (Trask, 2000: 42).

embedded question (also indirect question) A question which is not being asked directly, but which merely forms part of a larger sentence, which itself may or may not be a question. Examples (in brackets): Tell me [who I should talk to] (a command embedding the direct question Who should I talk to?) (Trask, 2000: 47).

fronting (also preposing) Any construction in which an element of a sentence which would commonly occur somewhere else is placed at the beginning of the sentence. For example, I have seldom seen such a mess has a fronted counterpart Seldom have I seen such a mess, in which the adverb seldom is fronted. 

indirect speech (also reported speech) Reporting what someone has said without quoting the exact words. Example: Susie said she was fed up (Trask, 2000: 70).

part of speech (also word class, lexical category) Any one of the several classes into which the lexical items (words) of a language are divided on the basis of their grammatical behaviour (Trask, 2000: 96).

possessive (also genitive) That form of a noun phrase which indicates that it represents a possessor. This is most commonly done with the Saxon genitive -‘s: my mother’s car, the students’ work (Trask, 2000: 164).

subordination (also hypotaxis) The use of subordinate clauses (Trask, 2000: 131).

Total synonyms can replace each other in any given context, without the slightest alteration, e.g., analytic construction is another name for a periphrastic construction; backshift is another term for sequence of tenses; inverted commas is another name for quotation marks; function word is another term for grammatical word; progressive is another term for continuous.
Paradoxically enough, complete synonymy is encountered in scientific terminologies and nomenclatures. The fact that scientific terms are precisely delimited and emotionally neutral enables us to find out quite definitely whether any of them are completely interchangeable. Recent studies on the formation of terminologies have shown that several synonyms will sometimes arise around a new invention, until they are eventually sorted out. Such synonymy may even persist for an indefinite period. 


Some linguistic terms are not completely synonymous in the sense of being interchangeable in any context without the slightest alteration in meaning. The consequence of exchanging apodosis for consequent, diacritic for accent, copula for linking verb, or auxiliary for helping verb will imply a change of register, one term being professional and the other popularized, i.e., less formal, traditional, or sometimes even colloquial. The items are hardly interchangeable without stylistic implications, and possibly the message conveyed will be somewhat changed semantically by the choice of term. 

Some synonyms are restricted in use to a particular geographical location, e.g., period is the American term for full stop.

Several words which are considered to be at least partly synonymous in ordinary speech may turn out to be non-synonymous in specialized codes. A non-specialist might consider the items sound and noise synonymous, but to the acoustician the two words may be antonyms (Klasson, 1977: 184). 

Since the vocabulary of English is rich in variant forms of words, there are also alternative forms for the same term: inflection or inflexion; valence or valency; context-dependence or context-dependance; adverbial clause or adverb clause. The variants may occur with almost equal frequency. 

(c) Variation in terminology. The existence today of several quite distinct approaches to the study of language has the unappealing consequence that linguists of different persuasions use somewhat different terminology. For example, the proponents of transformational grammar attach great importance to the concepts they call deep structure and surface structure, which are not even recognized in other approaches. And the authors of the Quirk Grammars of English employ a collection of innovating names for labeling types of adverbial, such as subjunct and adjunct, terms used by no one else for this purpose (Trask, 2000: v).

Linguistic structures may be termed differently within different theoretical frameworks. These, in turn, have been heavily influenced by the social and academic cultures within which the linguist has been trained and even by his or her personal strengths and weaknesses (Jefferies, 1992: 128). 

In her article on linguistic terminology, Anna Jefferies (1992: 123-124) mentions a comment made during a conversation between two colleagues, both linguists, in which what was being referred to as the 'copula' in Shona (Bantu languages spoken in Zimbabwe) was being discussed. In the course of the conversation, one of the participants exclaimed, ‘But it’s not a copula; it’s a focusing device.’ Here, each of the participants had a different way of seeing how the same phenomenon fits into the grammar of the language. The two choices of terminology clashed in ways that left both participants feeling uncomfortable and unable to communicate any further on a subject they both cared deeply about.

This incident crystallizes a basic problem faced by linguists. Although they are highly skilled scholars, trained to be accurate, comprehensive, and precise, they describe languages differently, often in ways that lead not only to miscommunication but even, in some cases, to that kind of silence which says, ‘I don't want to hear what you have to say.’ (Jefferies, 1992: 124).

When different aspects of the same object are viewed by different scientists it is quite natural for them to use different words to refer to the same object, looking at identical objects from different points of view, discovering in the identical objects different facets.

In Western linguistics, a type of subordinate clause which is attached to a head noun is termed relative clause, e.g., The restaurant (which) we visited last night was pretty good. Eastern linguists use the term attributive clause for the same type of clause.

In Western linguistics, words like probably, surely, certainly, fortunately, hopefully, etc. are termed sentence adverbs, i.e., adverbs which do not merely modify a verb or a verb phrase, but which instead modify the entire sentence: Suisie will probably be coming; Fortunately, Susie will be coming. Eastern linguists qualify such words as modal words. They emphasize the distinction between modal words and adverbs which is based on their categorial meaning (modal words express the speaker’s view concerning the reality of the action, i.e., ‘modality’), combinability (they have negative combinability), and syntactical function (they are not adverbial modifiers but parentheses). 

Different linguists sometimes extend or narrow the meanings of terms that already exist. Some scholars extend the term acronym to an initialism, which is formed in the same way but cannot be pronounced as a word, such as BBC (Trask, 2000: 3). Some grammarians extend the term subjunctive to sequences like should be locked up (I insisted that they should be locked up), but not everyone would accept this extended usage (Trask, 2000: 131). Some linguists restrict the term discourse to a piece of speech, preferring text for a piece of writing (Trask, 2000: 43).  

‘Irritating though it may be, this variation in terminology is not vast. Most linguists today use much the same terminology as other linguists, and the differences in usage are only an exasperating little nuisance, not a formidable obstacle to understanding’ (Trask, 2000: v). Nevertheless, more strenuous efforts to develop a generally accepted unified metalanguage of linguistics must be undertaken. 

(d) Standard vs. non-standard terminology. Some of the consequences of categorizing and naming the resulting categories with linguistic terminology can be seen most clearly, perhaps, when the terminology that has traditionally been used to describe one language is also used to describe another language (Jefferies, 1992: 129). The problem here is that traditional (standard) terminology may not be applicable to certain languages.

By insisting on standard terminology, linguists might be forcing grammatical categories onto a language where they are not appropriate, particularly Indo-European-derived grammatical terms onto Non-IE languages. But even in Indo-European oddities happen, e.g., using terminology drawn from Latin grammar for English. The terms case, tense, person, mood, subjunctive, etc. are merely an inheritance from grammatical descriptions of Latin, and they probably fit English less well. Case in English is nothing like case in Latin or Greek. The insistence of person in English verbs, as compared to Latin, is virtually without meaning. English lacks distinctive verb-forms for distinguishing moods, and the distinctions, where they are made at all, are made almost entirely by the use of different sentence structures (Susie is being hired; Hire Susie!; May Susie be hired). Consequently, modern grammarians, instead of speaking of mood in English, often prefer to speak of (formal) sentence types. Subjunctive is a label for mood distinction which was prominent in English many centuries ago but which is now almost entirely gone.

First, the Latin terms and names have been applied without regard to linguistic functioning to all of the European languages. This did give a certain sense of uniformity to the study of these languages. But as times moved on, especially in the 20th century (which was getting restless under the yoke of Latin grammar), new schools of linguistics appeared which evolved new sets of complex terminology to represent the many new trends of linguistic research. 

With respect to naming and denning linguistic categories, then, one may find oneself on the horns of a terminological dilemma. If one chooses to use precise, accurate, or consistent terms to name the categories of description for a particular language, one creates and uses a large number of language specific (non-standard) terms. In consequence, focus is placed on the uniqueness of each language being described, and the similarities among human languages are thereby obscured. If, on the other hand, one chooses to use standard terms so that the similarities among languages can be highlighted, this restricts one's freedom as an observer and thinker. If observations are constrained by terminology, so are insights about significant variations that are relevant to a specific language and, at least potentially, to others as well (Jefferies, 1992: 134). 

(e) Inappropriate (misleading) terms. Some terms do not ‘ring true’, they lack ‘the resonance that would draw a person into a deeper understanding of what s/he is studying’ (Jefferies, 1992: 130).

accusative A particular case-form which serves to mark the direct object of a verb. The label accusative is sometimes applied to the objective case of English, but this is not really appropriate, since the English objective case serves a large number of functions, of which the direct object is only one (Trask, 2000: 3). 

ergative verb A verb which can be either intransitive, in which case the thing undergoing the action is represented by the subject, or transitive, in which case the thing undergoing the action is represented by the direct object and the subject denotes the person or thing causing the action. English has many such verbs; among the others are melt (The ice melted / The sun melted the ice), boil, dissolve, explode, freeze, and collapse. The term is inappropriate and unfortunate, since the sense has nothing to do with the grammatical phenomenon linguists call ‘ergativity’, and it is not usual among linguists, but it has become conventional among teachers of English (Trask, 2000: 49).

generative grammar A kind of formal grammar of a language which is capable of listing all and only the grammatical sentences of that language in a purely mechanical way. Note that, in recent years, N. Chomsky and his followers have been applying the term generative grammar rather loosely to the kind of grammatical theorizing which they embrace, even though this work is no longer generative in the original sense of the term (Trask, 2000: 59). 

natural gender An inappropriate term sometimes applied to English, which has no grammatical gender. English has a certain amount of sex-marking, as in he :: she and duke :: duchess. But sex is a matter of biology, while gender is a matter of grammar, and it is an error to confuse the biological sex-marking of English with the gender distinctions found in some other languages (Trask, 2000: 86).

noun used as adjective An old-fashioned label for a noun used to modify another noun, such as the first noun in bus station, pea soup, or physics textbook. The term is inaccurate and should not be used, since a noun in this position remains a noun and does not become an adjective (Trask, 2000: 90). 

split infinitive A traditional but misleading label for a particular English construction, e.g., to never touch another cigarette. Those who use the term believe that there is something wrong with separating the particle to from a following infinitive: they take the view that to is itself part of the infinitive, and they object to breaking up this sequence with other material. But this view is quite wrong: the infinitive is a single word; the particle to is not part of the infinitive or part of the verb at all; and the sequence to touch is not a grammatical unity of any kind, as shown by the fact that it can be readily interrupted by other material (Trask, 2000: 126).

It could also be noted that some of the terms used to name categories in linguistics refer to formal properties, some refer to functional properties and some to semantic properties. The various names chosen to describe these very different kinds of property have not been conventionalized according to any discoverable underlying principle. That is, one does not generally use names which refer to forms in naming the formal units of linguistic structure, or terms with only functional implications to name functions. Historically, there has been a tendency to use more terms which carry semantic and functional definitions, such as the famous ‘A noun is the name of a person, place, or thing’, than others. In fact, it could be said that recently coined truncated descriptors – non-words – such as NP (noun phrase), VP (verb phrase), ADV (adverb; adverbial) may arise out of a need to name linguistic categories strictly, and unambiguously, on the basis of structure. They help linguists avoid the use of real words which have picked up all kinds of connotations both within and outside the field. In addition, they help linguists avoid the very basic (and very thorny) problem of teasing form and function away from meaning (Jefferies, 1992: 134).

The ways in which linguists define and name their categories and levels of analysis, however, is only part of the problem reflected by linguistic terminology. Another part of the problem is how these terms are used after they have been defined and named. The four factors discussed below highlight the problems of the use of terms: (a) the ‘assumacy factor’, (b) the ‘obscurity factor’, (c) the ‘pressure factor’, and (d) the ‘certainty factor’ (Jefferies, 1992: 134-136).

(a) The ‘assumacy factor’. When terms acquire meaning within an analysis, the linguist assumes that this very meaning is communicated effectively to others who read or hear what he or she is writing or saying. The problem with this assumption is that each person has gradually acquired his or her own set of meanings for any given linguistic term, within a certain cultural and academic context. A linguist at the University of Chicago, for example, might ‘know’ what the term function means in a way that is very different from what a linguist at Oxford University ‘knows’ about the meaning of that very same term. This can even happen between two linguists who have worked in offices that are in the very same corridor of the very same university for thirty years. Each may explicitly define what he or she means by the term, but each reader or listener will also, by the very act of interpretation, at least subconsciously contribute to the meaning of that definition through the very human process of linking it with what he or she already knows (Jefferies, 1992: 135). 

(b) The ‘obscurity factor’. There are researchers with Ph.D.s, who, like many medical doctors, are fonder of preserving the mystique of their knowledge than of making it available to those they serve – their students, their audiences, and their readers. At least some of what is written or said in linguistics is not unambiguously clear. And sometimes linguistic texts and treatises are encountered that seem to set out to be as abstruse and obscure as possible, as in, for example, some of the published work which develops the field’s more formal theories. Some of these can be expressed in such formidable and impenetrable ways that only the most specialized of scholars can work their way through them (Jefferies, 1992: 135).

(c) The ‘pressure factor’. Scholars are under enormous pressure to publish. In linguistics, as in all fields, it can sometimes happen that terms are applied to data, particularly to data in relatively unexplored languages, in ways that are primarily designed to support the particular theory one is attempting to justify. These data, when combined with the meanings of the terminology used in the context of that theory, create facts which can then be used as grist for those theoretical mills that have the ultimate effect of strengthening an academic curriculum vitae. This leads to a proliferation of published materials that add more weight than light to the field, adding weight especially to those traditions that perpetuate a less than complete understanding of the languages (Jefferies, 1992: 135-136).

(d) The ‘certainty factor’. It can be very difficult to keep analyses in their proper place. What sometimes happens is that a discovery is made that leads one to the thought that now one understands ‘what is really going on!’ with a certain type of structure that one has been studying for some time. Something systematic, indeed, might have been discovered, and it is difficult to remember at such times that the systematicity that people have the capacity to discover and to express in words belongs to the analysis, and that ‘God's truth’ about the structure and about the language itself remains as it was. Linguistic training, in fact, with its emphasis on objectivity and rigour, should, although it sometimes seems to fail in this, equip linguists with ways that diminish a potential for arrogance about their abilities and perspectives (Jefferies, 1992: 136).

6.6. Linguistic reference sources: dictionaries, 

       encyclopedias, and glossaries of linguistic terms


For a scholar to be guided in the vast field of modern linguistics and its terminology, various reference sources have been published, including dictionaries, encyclopedias, and glossaries of linguistic terms.


The Concise Oxford Dictionary of Linguistics (1998) is the most authoritative and up-to-date dictionary of linguistics available. Written by Peter Matthews, Professor and Head of the Department of Linguistics at Cambridge University, this handy reference contains over 3,000 concise and informative entries on everything from phonetics to formal semantics. It also offers extensive coverage of the theory of language, language history, and important ideas and figures in linguistics. A directory of symbols is included for quick and easy reference.


A Dictionary of Linguistics and Phonetics (2003) by David Crystal, Honorary Professor of Linguistics at the University of Wales, is the second single-volume reference for the field of linguistics. It includes definitions and explanations covering the main areas of the twentieth-century linguistic thought, gives increased coverage of terms arising from recent theoretical formalizations, and contains a separate table of abbreviations and table of symbols. The fifth edition incorporates new words or senses that have developed in linguistics recently, based on recommendations by a team of experts in phonetics, phonology, syntax, semantics, and sociolinguistics. It includes more than 5,000 terms, grouped into over 3,000 entries.


The Cambridge Encyclopedia of Language (1997) by David Crystal is a collection of concise and readable essays on many subfields of linguistics, covering both theoretical and applied approaches to the subject. Though not an alphabetical encyclopedia, the coverage of the 65 thematic chapters is encyclopedic. 

Numerous illustrations and charts make the text more vivid, and a glossary, a table of the world’s languages, and several indexes make it eminently usable.

The second edition of the Cambridge Encyclopedia of Language covers all the major themes of language study, including popular ideas about langauge, language and identity, the structure of language, speaking and listening, writing, reading, and signing, language acquisition, the neurological basis of language, and languages of the world.

The second edition extends the range of coverage to include advances in areas such as machine translation, speech interaction with machines, and language teaching. There is new material on acoustics, physiological concepts of language, and World English, and a complete update of the language distribution maps, language-speaking statistics.

The Cambridge Encyclopedia of the English Language (2003) by David Crystal is a large and lavishly illustrated volume divided into six broad topics. Within these major topics, the book is divided into logical subtopics and finally into the basic unit of the text – the two-page spread. The segments cover the history of the English language (OE, MidE, ModE, English in different parts of the world); English vocabulary (its nature, structure, sources, etymology, and dimensions of the lexicon); English grammar (structure of words and sentences, definitions of the main branches of grammar); spoken and written English; English usage (varieties of discourse and regional, social, and personal usage variations); new ways to study English. Appendices include a glossary, a list of symbols and abbreviations, references and addresses, and indexes of names, items, and topics. The text is enhanced with over 500 illustrations, providing a variety of wide-ranging quotations, photographs, newspaper clippings, poems, ads, and cartoons.

The only comparable resource that provides the same type of broad-ranging coverage in one volume is The Oxford Companion to the English Language (1992). This work is arranged alphabetically within 22 themes (e.g., geography, history, media) and provides an interim report on the nature and use of the English language – in all nations that speak English. The two works complement each other: Cambridge provides historical perspective and Oxford a snapshot of current English.

The Online Glossary of Linguistic Terms by Eugene E. Loos (general editor) is also handy and helpful.

Notable contribution to the development of linguistic reference resources has been made by the editorial board of The Linguistic Encyclopedic Dictionary (in Russian) published in Moscow in 1990, editor-in-chief Viktoriya Yartseva. More than 300 authors contributed to it.

The Dictionary is the systematized comprehensive overview of the entire field of modern linguistics covering the main areas of the twentieth-century linguistic thought. Alphabetically arranged entries provide information on language units of different levels, their mutual relationship in the system; laws and regularities of language development; socio-communicative function of language; methods of linguistic analysis and linguistic schools.

It is the most diverse compilation about the languages of the world, the families and groups of related languages, genealogical and typological classification of languages. It gives enormous amount of information on linguistic schools and trends. Each separate entry is furnished with bibliography comprising Soviet and foreign sources.

The Linguistic Encyclopedic Dictionary is supplied with the list of abbreviations and three indexes: Terminological Index (comprising over 8,000 both generic and specific terms), Index of the Languages of the World, and Annotated Index of Biographical Names (years of life, country, Russian and original spelling of names).

Olena Selivanova, Professor at Bohdan Khmel’nyts’kyi National University in Cherkasy, provided an encyclopedia that best meets the needs of students and researches. Modern Linguistics: The Terminological Encyclopedia by O.Selivanova (О.Селіванова „Сучасна лінгвістика. Термінологічна енциклопедія”. – Полтава: Довкілля-К) was published in 2006. This encyclopedia contains 1,290 easy-to-understand definitions designed to help you use linguistic terms from modern and marginal philological disciplines correctly and appropriately. It consists of relevant facts concerning terms history and etymology, their synonyms and antonyms, English equivalents. 

A New English Dictionary on Historical Principles (NED) (1888–1933) is a work that stands apart from all others of a similar sort in that it is a dictionary on historical principles – and the only one in the English language. The aim of this dictionary is to furnish an adequate account of the meaning, origin, and history of English words now in general use, or known to have been in use at any time during the last seven hundred years. Since the historical principle was adhered to so closely in the making of the NED great care was taken to get accurate dates for the passages used and accurate transcripts of them for insertion in the dictionary. Each quoted passage is dated. The date preceding the quotation is that of the composition of the passage, as nearly as could be arrived at. The date, if any, following the name of the author and work cited is that of the edition of the work used to furnish the quotation. 

The number of illustrative passages included in the NED is nearly two million. No other dictionary of the English language contains more than a fraction of that number. In the NED the differences between British and American usages are in a great many instances carefully pointed out (Mathews, 1966: 99-100).

The etymologies in the NED constitute, probably, its most noteworthy feature. Never before had the combined resources of so many scholars been utilized for arriving at the origins of English words. The Supplement to the NED is necessary to take account of the new words that have come into the language.

REVISION TASKS

· Choose the correct answer(s) to complete the sentences. One or more answers may be correct. 
1. _____ is a language or symbolic system used to discuss, describe, or analyze another language or symbolic system.


A. Terminology

C. Nomenclature


B. Taxonomy

D. Metalanguage

2. _____ is a word or word-combination used to express metalinguistic concepts and categories. 


A. Terminology

C. Nomenclature


B. Term


D. Language

3. _____ is a system of words and word-combinations naming concrete objects of the particular field. 


A. Terminology

C. Nomenclature


B. Term


D. Language

4. _____ is the practice and science of classification.


A. Terminology

C. Nomenclature


B. Taxonomy

D. Metalanguage

5. Terms are _____ words.


A. definitional

C. ostensible


B. artificial

D. operational 

6. The main qualities of terminological systems are: _____


A. exactness

C. variety


B. uniqueness

D. transparency

7. Definitions can be classified as _____

A. encyclopaedic 

E. philological 

B. intensive 

F. extensive

C. precising

G. stipulative

D. operational

H. ostensible

8. Science of signs and symbols is called _____ 


A. Nomenclature 

C. Semiotics


B. Terminology

D. Taxonomy

9. The metalanguage of science comprises _____ 


A. phrases
C. words of the general language


B. terms

D. words of the scientific register

10. Secondary term formation occurs as a result of _____ 

A. monolingual revision of a given terminology

B. transfer of knowledge to another linguistic community

C. loan translation


D. paraphrase

11. The main ways of term formation are _____  

A. creating new forms 
B. using existing forms 

C. interlingual borrowing 
D. using alternative forms

12. Terminology uses the processes of word-formation  _____


A. derivation

D. compounding


B. conversion

E. shortening


C. back-formation
F. loan translation (calque)

13. New terms can be formed from existing lexical items by _____


A. terminologization
C. transdisciplinary borrowing


B. de-terminization
D. semantic transfer 

14. The _____ languages have been the source of linguistic terms for centuries up to the present.


A. Greek 

C. Latin


B. German 

D. French 

15. The change from Latin to English in scientific writing seems to have begun in _____ century. 

A. the 17th 

C. the 19th
B. the 18th 

D. the 16th 

16. Scientific English has made few acquisitions through _____


A. loan translation
C. derivation


B. direct borrowing
D. compounding

17. _____ is the formation of a word from another word or root by adding one or more affixes (e.g., passive – unpassive). 

A. Conversion 

C. Clipping

B. Derivation 

D. Compounding

18. _____ creates new words from existing ones by subtracting an affix which is supposed to be there, but which is not (television – to televise). 

A. Abbreviation

C. Back-formation 

B. Affixation 

D. Derivation

19. _____ are formed from the initials of sequences of words, which keep their alphabetical value (e.g., functional sentence perspective – FSP). 

A. Acronyms 

C. Blends

B. Alphabetisms 

D. Clipped forms

20. Contemporary problems in linguistic terminology include _____


A. polysemy

C. variation in terminology 


B. synonymy

D. antonymy 

21. The linguistic terms _____ are total synonyms. 


A. noun and substantive
C. agreement and concord

B. suffix and affix

D. sentence and clause 

22. The linguistic terms _____ are not completely synonymous.


A. possessive and genitive C. accent and diacritic

B. dummy and expletive
 D. auxiliary and helping verb

23. The linguistic terms _____ exemplify variation in terminology within different theoretical frameworks.


A. sentence adverb and modal word

B. relative clause and attributive clause

C. ergative verb and transitive verb

D. natural gender and grammatical gender  

STUDY QUESTIONS 

1. Science as a highly complex and multi-layered activity. Branches of science. The scientific method.

2. Scientific paradigm. Normal and revolutionary science. 

3. Criticism of science. Post-normal science.

4. Scientific research as systematic enquiry.

5. Theory and research.

6. Research methodology.

7. Stages of scientific research.

8. Research and logic. Logical fallacies.

9. Types of research papers.

10. Stages and steps of the research paper writing process.

11. Choosing a topic of the research paper.

12. Gathering information. Sources of information.

13. Outlining the research paper. Types of outlines.

14. Quotations (citations) in the research paper.

15. Methods of documenting sources (numeric and parenthetical).

16. Plagiarism.

17. Stylistic editing and proofreading of the draft paper.

18. Composition of the research paper.

19. Writing the Introduction section.

20. Writing the Conclusion section.

21. Compiling a Reference list at the end of the research paper.

22. Referencing format in English-speaking countries.

23. Referencing format in Ukraine.

24. The language of science. Specific vocabulary features and grammatical peculiarities of scientific prose.
25. Politically correct language and non-sexist language in academic English.
26. Research paper defence.
27. Beginnings of modern linguistics. Pre-20th century linguistics. Ferdinand de Saussure as the father of modern linguistics. 

28. Schools of linguistics. 

29. The Prague School.

30. The British School.

31. American structuralism.

32. Generative and universal grammarians.

33. Trends in modern linguistic research.

34. Dominant linguistic paradigms. 

35. Language as a system.

36. Peculiarities of language structure. Hierarchic, paradigmatic, and syntagmatic relations. 

37. Structural levels and level units.

38. Language and speech.
39. Methods of data collection in linguistic research. 

40. Sampling. Criteria for good discourse samples. Computerized text corpora. Text handling software tools. 

41. Methods of comparative study of languages.

42. Structural methods.

43. Methods of semantic analysis.

44. Methods of communicative functional analysis.

45. Methods of cognitive analysis.

46. Statistical methods in linguistic research.

47. Metalanguage of linguistic research.

48. Terminology as the most important part of the metalanguage of science. Terms and definitions. Terminology and nomenclature.

49. Types and ways of term formation in linguistics. 
50. Contemporary problems in linguistic terminology.
TASKS FOR DISCUSSION / PROJECTS

· Task 1. In pairs, collect information on one of the following topics. Organize it as a survey. Prepare a short presentation (about 5 minutes) in note form. In small groups, take it in turns to give your short presentations. Think about the way you keep in front of the audience, the way you speak, use gestures, answer the questions, etc.
1. Major trends in linguistic analysis and theory.

2. Major subfields in current linguistics.

3. Representatives of various schools of linguistics.

4. Methods of linguistic analysis associated with different schools of linguistics. 

5. Applying methods of analysis to specific linguistic phenomena.

6. Prominent women linguists.

· Task 2. Listed below are research paper topics. Read them and think about how well they could be treated in a 50 page student research paper. Which ones would probably produce the best papers? Point out what is wrong with poor topics. 

1. Pragmatics of English phraseological units in advertising.

2. Political euphemisms in Modern English.

3. Structural and semantic peculiarities of inversion in the simple sentence.

4. Abbreviation in the language of media as manifestation of the law of speech economy.

5. Complex sentences in English: structure and semantics.

6. Communicative types of monopredicative constructions in the English literary text.

7. Peculiarities of verb derivation in Modern English.

8. Means of expressing promise in Modern English.

9. Corpus-based study of English collocations.

10. Structural-semantic classification of phraseological units of Biblical origin.

11. Research paper titles in literature, linguistics and science: dimension of attraction.

12. Means of creating sensationalism in modern English press.

13. Lexico-semantic and stylistic characteristics of proverbs.

14. Main structural types of newspaper headlines.

15. Manipulative discourse as an attribute of politicians’ languages.

16. Language of Economics as it is used in the BBC World Business Report.

17. Thematic and connotational fields of American and Ukrainian mainstream slang of the young.

18. Intertextual irony in media texts: types and functions.

19. Compounding in English.

20. Non-standard types of questions in English.

21. Zero form of the object in English.

22. Types of negation in the English language.

23. Implicit negation.

24. Borrowings in American English.

25. The English language and gender.

26. Paradigmatic and syntagmatic relations in Modern English.

27. Secondary predication in English.

28. Pragmatic and semantic peculiarities of the means of expressing inducement in English.

· Task 3. Think of a research topic that interests you, or take a topic you have been assigned, and 

(a) write at least three specific questions it will encompass and a working thesis statement from which your research might begin; 

(b) read an article in a specialized encyclopaedia about the research topic and jot down any questions this article raises for you;

(c) using the card catalog or a computer cataloging system, find two recent books that might prove useful for research on your topic, then make a note of each book (prepare source cards);

(d) in the card catalog under the subject heading that interests you, find the title of a book with a bibliography; then get the book, consult the bibliography, and write down the four sources you would most want to read if you were doing a research paper on the subject;

(e) using a general or specialized index to periodicals, find two articles on your topic and make a note on each;

(f) find out whether any promising sources on your topic are in the Internet, make a list of three such sources;

(g) compile a preliminary list of sources that are available on your topic (books, journal articles, dissertation abstracts, etc.);

(h) in one of your sources read a passage of at least one paragraph in length and summarize it, adding your own comment or question;

(i) on a note card, quote a statement from one of your sources, being sure to use quotation marks.

(j) in one of your sources find a passage of four or seven sentences from which words could be omitted without the distortion of the original, then write a version in which you use ellipsis dots twice;

(k) using some paragraphs, paraphrase the main ideas;

(l) from one of your sources make a note that includes both summary of a source and quotation from it;

(m) structure your paper, using a formal outline.

· Task 4. Listed below in scrambled order and form are sets of information needed to produce 10 entries for a works cited page. Compile a Works Cited page. It should look like a finished product, with appropriate heading, proper spacing, and accurate form (referencing format in Ukraine).

Lecture Notes on English Lexicology / Lviv / Yevrosvit Publishers / 1998 / 228 pages / O.D. Soloshenko and Yu.A. Zavhorodniev 
Methods of Linguistic Analysis / Lviv Ivan Franko National University Publishing Center / Lviv / S.M. Sukhorolska, O.I. Fedorenko / 2006 / 344 p.
Коммуникативные аспекты значения: Межвузовский сборник научных работ / Волгоград / ВГПИ / Э.С. Азнаурова / Коммуникативно-прагматический аспект лексического значения слова / 1990 / с. 23-29
Мовознавство / Вип. 5 / 1985 / сторінки 12-19 / В.В. Левицький / Сучасне розуміння структури лексичного значення  
Fernandes E., Yuan X. / Semantic analysis patterns / http://www. sce.fan.Edu/ed/SAPaper2.pdf

Дудок Р.І. / Інваріантне значення та основні типи смислів прикметника (на матеріалі синонімічних рядів англійських прикметників з домінантами rough і smooth) / Автореф. дис. ... канд. філол. наук / 10.02.04 / Львівський ун-тет імені Івана Франка / Львів / 1992 / 18 стор.
Удивительный мир слов и значений. Иллюстрации и парадоксы в лексике и семантике / М.М. Маковский / Москва / 1989 / Высшая школа / 199 с.

Синоніміка англійського дієслова: Словник семантичних відстаней / Львів / ЛДУ ім. Івана Франка / 1999 / XXXVI+328 cторінок / М.Е. Білинський 
Khan A. / Nonverbal communication: fact and fiction / http://www. starangehorizon.com/articles/nonverbal.htm

Бацевич Ф.С. / Основи комунікативної лінгвістики / Підручник / Київ / Академія / 2004 / 344 сторінки

· Task 5. A well-known diagram in linguistics is the ‘semantic triangle’ which illustrates the referential-denotational concept of meaning. Complete the commentary on the diagram below.
[image: image22.png]SENSE

NAME . THING




In this diagram, the name denotes _____; the sense is _____; the thing is _____ . The dotted line suggests that _____ .

Since the 'thing' is non-linguistic, it has no place in a purely linguistic analysis. Linguists can confine their attention to one side of the triangle: the line connecting _____  with _____ . Between the two terms, there exists a reciprocal and reversible relationship: _____ calls up _____ and vice versa, _____ makes us think of _____ . It is this reversible and reciprocal relationship between _____ and _____ – or between signifiant (‘the signifier’) and signfié (‘the signified’), in Saussure's terminology – that linguists call the meaning of the word (Ullmann, 1973: 6-7).
· Task 6. There are many structural options for postnominal modification in English (Biber et al., 1994: 172-173). Look at the table, which illustrates frequencies of different types of postnominal modifiers (per 1,000 words) in three registers in the LOB Corpus and a private corpus of letters (total number of words c. 115,000) and write generalized comments that highlight and compare this numerical data. Begin your commentary with: ‘As can be seen from the table, …’. Exchange and discuss your ideas with a partner.
A. Head noun + relative clause
     1. the artist who stands out most prominently
     2. the substance from which committees are formed
     3. the little frowning smile she used 

B.  Head noun + participial phrase
     4. the transient current resulting from switching operations
     5. any vessel owned by the plaintiffs 

C.  Head noun + prepositional phrase
     6. talks on the protectorate's future
     7. his seat at the breakfast table
     8. a meeting of labour MPs 

D. Head noun + infinitival phrase
     9. the person to see 

E. Apposition (head noun + noun phrase)
    10. Sir Roy's chief aide, Mr. Julius Greenfield
    11. the bargedwellers, creatures neither of firm land nor water 

F. Head noun + adjective phrase
    12. an artist popular in the 60's.
Frequencies of different types of postnominal

modifiers (per 1,000 words) in three registers
	
	Editorials 
	Fiction 
	Letters 

	Number of texts

that rel. clauses restrictive

WH rel. clauses restrictive

WH rel. clauses non-restrictive

Rel. clauses with no rel. pronoun

Participial post-nominal modifiers

      (past and present)

Prepositional phrases as noun

      modifiers

Prepositional phrases as verb

      modifiers


	27

1.8

5.4

1.9

0.1

4.9

38.2

4.1
	29

0.7

2.1

2.2

0.1

1.8

15.2

56.2
	6

0.5

1.1

0.3

0.2

0.2

16.8

45.8


· Task 7. Investigation of school vocabulary at the elementary level shows that verbs of broad semantics make up a group that has high frequency of usage (Kuveneva, Ridkokashna, 1999: 71). Complete the table below representing frequencies of occurrence of these verbs in texts. Working in groups, compare your results.

Frequencies of Occurrence of Verbs of Broad Semantics 

	Verbs of Broad

Semantics
	Frequency of Occurrence

(per 5 million words)

	
	absolute
	calculated by %
	relative (p)

	come
	7,337
	
	

	do
	12,840
	
	

	go
	8,760
	
	

	make
	9,600
	
	

	take
	7,008
	
	

	Total number
	
	
	


· Task 8. Find a linguistic article in English. In the article find examples of (a) classification, (b) comparison, (c) causes and effects, (d) hypotheses, (e) evidence, (f) research findings.

· Task 9. A typical scientific article shows a structure that corresponds to one of the varieties of the “Introduction – Methods – Results – Discussion – Conclusions (IMRD/IMRC)” scheme. This is less typical in the case of social sciences and humanities, popular science articles, magazine articles, etc. Take a linguistic paper in English of your choice and label its main formal and structural elements. In addition to this, point out the linguistic features of the article. 

· Task 10. Read the sample research paper Introduction below. Revise its content and style to eliminate major problems with structure and development. Proofread it focusing on grammar, punctuation, spelling, and manuscript form.

INTRODUCTION
The paper deals with contrastive analysis of collocations.
A central issue in the paper is devoted to give+noun collocations.
In recent years, the problem of using and classifying collocations has attracted much attention of many scientists and scholars.
The first studies of collocations were made in the 1950's. John Firth was the first to observe the notion of collocation. The first studies were followed by John Sinclair and Michael Halliday.
In spite of the long history of studies, there is no exact definition of collocation.
Collocations are the object of this research.
The subject of the paper is contrastive analysis of collocations in English and Ukrainian.
We have set the task to use contrastive analysis in comparison of give + noun collocations.
To achieve this aim the contrastive analysis has been used. All collocations have special meaning but not always they are understood correctly by people. Even very often they are misunderstood and sometimes we can have difficulties connected with making sense of some of them.
We can overcome these difficulties and understand the meaning of give + noun collocations with the help of some explanations which are considered more precisely in this graduation paper. It consists of an Introduction, two chapters, Conclusion, list of References, and Resumė.
Chapter 1 is devoted to the contrastive analysis as method. Here the most important ideas are described by R. Lado, V.N. Yartseva, L.V.Bubleinyk, V.N. Manakin, Yu. Zhluktenko, and etc.
Chapter 2 tackles the problem of contrastive analysis of collocations in English and Ukrainian. Different classifications of collocations used to show the context of collocations in the best possible way.

(from the graduation paper Contrastive Analysis of Collocations in English and Ukrainian, presented by Alina Bebyh, a sixth-year student; Lviv, 2008)

· Task 11. Read the Summary below. Point out major problems with content, structure, and development.

Resumė
Тема дипломної роботи - "Структурно-семантична класифікація фразеологічних одиниць біблійного походження".
У цій роботі особливо велику увагу приділено біблійним фразеологічним одиницям. Фразеологізми біблійного походження використовувались у найбільш розвинутих мовах протягом довгого періоду часу як сталі форми. Але згодом вони настільки проникли в мовну систему багатьох мов світу, що з плином часу значення деяких з них дещо змінилось. За допомогою деяких пояснень та міркувань, наведених у даній роботі, можна частково подолати труднощі та непорозуміння, пов'язані з фразеологізмами біблійного походження, а також зрозуміти справжню суть Біблії.
Дипломна робота складається зі вступу, двох розділів, висновків та списку використаної літератури.
У першому розділі подаються класифікації фразеологічних одиниць, розроблені Л.П. Смітом, В.В. Виноградовим, А.І. Смирницьким, А.В. Куніним та ін.
Другий розділ повністю присвячений структурно-семантичній класифікації фразеологічних одиниць біблійного походження.
У висновках узагальнено основні результати дослідження.
(from the graduation paper Structural-Semantic Classification of the Phraseological Units of Biblical Origin, presented by Maryana Lakh, a sixth-year student; Lviv, 2008)
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